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 102 abstracts submitted 

 26 Presentations 

 71 Posters 

 

We had many excellent abstracts submitted.  

Apologies  to those submitters whose contribution  
I did not manage to summarize here  
(in particular the posters presented on Thursday)  
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A. Mazurov R. Vitillo 
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M. Alandes 
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Software quality metric 
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 Concentrating on improving 
latency for making software 
available. ATLAS release used 
as a metric: 
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J. Blomer 
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M. Clemencic 

Current status 
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D. Malon 
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D. Rajaram 
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A. Nowak 
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T. Hauth 
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Smooth operations  
was a theme of  

DB session 
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A. Pfeiffer 
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G. Govi 
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A. Dewhurst 
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M. Lassnig 

Use cases considered: 
1. Log file aggregation 
2. Trace mining 
3. HTTP cache for dataset downloads 
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D. Dykstra 
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W. Yang 



Lawrence Livermore National Laboratory 

 

   22 

T. Mkrtchyan 
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C. Haen 

Challenging testbed problem:  
Multiple simultaneous failures   
to diagnose in correct order 
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R. Trentadue 
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V. Vassilev 
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 Significant performance speed up in  
some common tasks 
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M. Gayer 
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Available tools S. Kreiss 
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 Uses HighCharts JavaScript 
charting library 
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B. Bellenot 
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D. Tuckett 
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R. Vitillo 
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 Example problem to illustrate ability of PMC to identify multimodal 
solutions in complex problem: 22 observables, 28 nuisance parameters 
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C. Haen 



Lawrence Livermore National Laboratory    34 

 Our track had a very nice set of presentations and posters 
with considerable discussion during our parallel sessions 

Main themes: 

 Stability in operations 

 Adapting community solutions, industry collaboration 

 Time to think ahead to ensure our software is ready new 
computing technologies  

 


