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[id] title
[517] Sysematic analysis of job failures at a Tier-2, and mitgation of the causes.

[197] Centralized configuration system for a large scale farm of network booted
computers

[398] A General Purpose Grid Portal for simplified access to Distributed
Computing Infrastructures

[188] From toolkit to framework - the past and future evolution of PhREDEx
[21] Computing On Demand: Dynamic Analysis Model

[430] IFIC-Valencia Analysis Facility

[438] Performance of Standards-based transfers in WLCG SEs

[557] Data transfer test with 100 Gb network

[311] Performance Tests of CMSSW on the CernVM

[333] Automating ATLAS Computing Operations using the Site Status Board
[272] The next generation ARC middleware and ATLAS computing model
[344] Recent Improvements in the ATLAS PanDA Pilot

[33] E-Center: collaborative platform for the Wide Area network users
[433] Experience of using the Chirp distributed file system in ATLAS
[275] Evolution of ATLAS PanDA System

[524] The CC1 project - Cloud Computing for Science

[92] Scaling the AFS service at CERN

[342] ATLAS Distributed Computing Shift Operation in the first 2 full years of
LHC data taking

[64] New data visualization of the LHC Era Monitoring (Lemon) system
[265] ATLAS R&D Towards Next-Generation Distributed Computing

[208] Using Virtual Lustre Clients on the WAN for Analysis of Data from High
Energy Experiments

[190] The PhEDEX next-gen website
[186] Cloud based multi-platform data analysis application

[435] Grid Information Systems Revisited

[99] A business model approach for a sustainable Grid infrastructure in Germany

[437] Deployment and Operational Experiences with CernVM-FS at the GridKa
Tier-1 Center

[237] Hunting for hardware changes in data centers.

[295] Configuration management and monitoring of the middleware at GridKa
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[196] Upgrade and integration of the configuration and monitoring tools for the
ATLAS Online farm

[347] A Study of ATLAS Grid Performance for Distributed Analysis
[309] INFN Tier1 test bed facility.
[198] Tools and strategies to monitor the ATLAS online computing farm

[206] CRAB3: Establishing a new generation of services for distributed analysis at
CMS

[3] Bolting the Door
[98] The Fermi-LAT Dataprocessing Pipeline

[191] Combining virtualization tools for a dynamic, distribution agnostic grid
environment for ALICE grid jobs in Scandinavia

[278] Managing a site with Puppet

[340] Integration of Globus Online with the ATLAS PanDA Workload
Management System

[343] ATLAS DQ2 Deletion Service

[349] Software installation and condition data distribution via CernVM
FileSystem in ATLAS

[299] Testing and evaluating storage technology to build a distributed Tier1 for
SuperB in Italy

[296] Grid Computing at GSI (ALICE and FAIR) - present and future

[444] Prototype of a cloud-based Computing Service for ATLAS at PIC Tierl
[292] DIRAC evaluation for the SuperB experiment

[290] Optimizing Resource Utilization in Grid Batch Systems

[291] A new era for central processing and production in CMS

[270] Enabling data analysis a la PROOF on the Italian ATLAS-Tier2's using PoD

[526] Fermilab Multicore and GPU-Accelerated Clusters for Lattice QCD

[520] Experiment Dashboard - a generic, scalable solution for monitoring of the
LHC computing activities, distributed sites and services

[443] Status of the DIRAC Project

[440] EMI_datalib - joining the best of ARC and gL ite data libraries
[447] The ATLAS Computing activities and developments of the Italian Cloud

[446] Optimising the read-write performance of mass storage systems through the
introduction of a fast write cache

[445] VM-based infrastructure for simulating different cluster and storage
solutions used on ATLAS Tier-3 sites

[39] Workload management in the EMI project

[37] Using Hadoop File System and MapReduce in a small/medium Grid site
[35] BESIII and SuperB: Distributed job management with Ganga

[339] AGIS: The ATLAS Grid Information System

[338] Executor framework for DIRAC
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[335] Application of rule based data mining techniques to real time ATLAS Grid
job monitoring data

[337] The ATLAS DDM Tracer monitoring framework
[331] ATLAS job monitoring in the Dashboard Framework
[330] Popularity framework for monitoring user workload

[332] ATLAS Distributed Computing Monitoring tools after full 2 years of LHC
data taking

[6] Optimization of HEP Analysis activities using a Tier2 Infrastructure
[90] Dynamic parallel ROOT facility clusters on the Alice Environment
[97] Building a Prototype of LHC Analysis Oriented Computing Centers
[555] Present and future of Identity Management in Open Science Grid
[556] The future Tierl, sharing a dedicated computing environment

[553] Using CernVM and EDGI to transparently use desktop resources for LHC
related computation in a traditional data grid context

[239] APEnet+: a 3-D Torus network optimized for GPU-based HPC Systems

[230] An optimization of the ALICE XRootD storage cluster at the Tier-2 site in
Czech Republic

[232] Controlled overflowing of data-intensive jobs from oversubscribed sites
[233] Xrootd Monitoring for the CMS experiment

[144] Grid administration: towards an autonomic approach

[145] LHCbDIRAC: distributed computing in LHCb

[140] Mucura: your personal file repository in the cloud

[613] PLUME - FEATHER

[130] Application of the DIRAC framework in CTA: first evaluation

[135] Long-term preservation of analysis software environment

[134] Managing Virtual Machine Lifecycle in CernVM Project

[497] Web enabled data management with DPM & LFC

[493] Lxcloud: A Prototype for an Internal Cloud in HEP. Experiences and
Lessons Learned

[25] File and Metadata Management for BESIII Distributed Computing

[404] Service Availability Monitoring framework based on commodity software

[403] Evaluation of a new data staging framework for the ARC middleware

[375] Applicability of modern, scale-out file services in dedicated LHC data
analysis environments.

[374] Monitoring of computing resource utilization of the ATLAS experiment

[393] The WLCG Messaging Service and its Future

[391] ATLAS Data Caching based on the Probability of Data Popularity

[395] GFAL 2.0 Evolutions & GFAL-File system introduction
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[455] Integration of WS-PGRADE/gUSE portal and DIRAC
[7] Investigation of Storage Systems for use in Grid Applications

[245] Service monitoring in the LHC experiments

[244] Trying to Predict the Future - Resource Planning and Allocation in CMS
[247] Tape status and strategy at CERN

[243] Storage Element performance optimization for CMS analysis jobs

[242] Major changes to the LHCb Grid computing model in year 2 of LHC data
[518] AliEn Extreme JobBrokering

[511] Tier2 procurements experiences in the UK

[515] Disk to Disk network transfers at 100 Gb/s using a handful of servers

[514] Collaborative development. Case study of the development of flexible
monitoring applications

[451] DIRAC File Replica and Metadata Catalog

[178] Integrating PROOF Analysis in Cloud and Batch Clusters

[177] No file left behind - monitoring transfer latencies in PhnEDEx

[174] Health and performance monitoring of the large and diverse online
computing cluster of CMS

[173] Evaluation of software based redundancy algorithms for the EOS storage
system at CERN

[172] A tool for Image Management in Cloud Computing

[185] A gLite FTS based solution for managing user output in CMS

[17] Experience of BESIII data production with local cluster and distributed
computing model

[16] Scientific Cluster Deployment & Recovery: Using puppet to simplify cluster
management

[18] A scalable low-cost Petabyte scale storage for HEP using Lustre

[320] CREAM Computing Element: a status update

[321] New developments in the CREAM Computing Element

[326] Increasing performance in KVM virtualization within a Tier-1 environment
[328] Big data log mining: the key to efficiency

[329] AutoPyFactory: A Scalable Flexible Pilot Factory Implementation

[201] Evolution of the Distributed Computing Model of the CMS experiment at
the LHC

[203] Making Connections - Networking the distributed computing system with
LHCONE for CMS
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[205] Monitoring techniques and alarm procedures for CMS services and sites in
WLCG

[207] Secure Wide Area Network Access to CMS Analysis Data Using the Lustre
Filesystem

[209] Alert Messaging in the CMS Distributed Workload System
[549] UK efforts to improve networking rates on WAN transfers

[70] experience with the custom-developed ATLAS trigger monitoring and
reprocessing infrastructure

[541] Comparative Investigation of Shared Filesystems for the LHCb Online
Cluster

[547] the INFN Tier-1

[8] Design and implementation of a reliable and cost-effective cloud computing
infrastructure: the INFN Naples experience

[548] NUMA memory hierarchies experience with multithreaded HEP software at
CERN openlab

[415] Tape write efficiency improvements in CASTOR

[418] A distributed agent based framework for high-performance data transfers
[410] Distributed monitoring infrastructure for Worldwide LHC Computing Grid
[137] FermiCloud - A Production Science Cloud for Fermilab

[419] SYNCAT - Storage Catalogue Consistency

[136] FermiGrid: High Availability Authentication, Authorization, and Job
Submission.

[319] Key developments of the Ganga task-management framework.
[312] Proof of concept - CMS Computing Model into volunteer computing

[317] Improving ATLAS grid site reliability with functional tests using
HammerCloud

[314] A Grid storage accounting system based on DGAS and HLRmon
[496] The Data Operation CEntre Tool. Architecture and population strategies

[138] Comparison of the CPU efficiency of High Energy and Astrophysics
applications on different multi-core processor types.

[368] IPv6 testing and deployment at Prague Tier 2

[362] WHALE, a management tool for Tier-2 LCG sites

[361] Rebootless Linux Kernel Patching with Ksplice Uptrack at BNL
[389] Eurogrid: a new glideinWMS based portal for CDF data analysis.
[60] FlyingGrid : from volunteer computing to volunteer cloud

[61] Taking Global Scale Data Handling to the Fermilab Intensity Frontier

[251] Consistency between Grid Storage Elements and File Catalogs for the LHCb
experiment's data

[256] EGI Security Monitoring integration into the Operations Portal

[508] Creating Dynamic Virtual Networks for network isolation to support Cloud
computing and virtualization in large computing centers
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[506] MPI support in the DIRAC Pilot Job Workload Management System

[505] Campus Grids Bring Additional Computational Resources to HEP
Researchers

[502] DPM: Future-proof storage

[503] The DESY Grid Lab in action

[500] The WNoDeS Cache Manager, an efficient method to self-allocate virtual
resources

[467] H1 Monte Carlo Production on the Grid (H1 Collaboration)

[466] Taking the C out of CVMFS: providing repositories for country-local VOs.
[169] PEAC - A set of tools to quickly enable PROOF on a cluster

[167] XRootD client improvements

[160] CMS Analysis Deconstructed

[9] glideinWMS experience with glexec

[356] Certified Grid Job Submission in the ALICE Grid Services

[359] Development of noSQL data storage for the ATLAS PanDA Monitoring
System

[358] Ksplice: Update without rebooting
[289] Providing WLCG Global Transfer monitoring

[214] Identifying gaps in Grid middleware on fast networks with the Advanced
Network Initiative

[212] Supporting Shared Resource Usage for a Diverse User Community: the OSG
experience and lessons learned

[213] The DESY Grid Centre

[288] Model of shared ATLAS Tier2 and Tier3 facilities in EGI/gLite Grid flavour

[4] Engaging with IPv6: addresses for all

[281] BOINC service for volunteer cloud computing

[280] ATLAS Grid Data Processing: system evolution and scalability
[286] Virtualization of Grid Services

[263] New solutions for large scale functional tests in the WLCG infrastructure
with SAM/Nagios: the experiments experience

[224] Data storage accounting and verification in LHC experiments

[262] Evolving ATLAS computing for today's networks

[261] Performance studies and improvements of CMS Distributed Data Transfers
[260] Towards higher reliability of CMS Computing Facilities

[267] Distributed Data Analysis in the ATLAS Experiment: Challenges and
Solutions

[266] Data analysis system for Super Charm-Tau Factory at BINP

[269] ATLAS Distributed Computing Operations: Experience and improvements
after 2 full years of data-taking
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[268] The evolving role of Tier2s in ATLAS with the new Computing and Data
Model

[62] EMI-european Middleware Initiative

[63] MARDI-Gross - Data Management Design for Large Experiments
[152] hBrowse - Generic framework for hierarchical data visualization
[539] Automating Linux Deployment with Cobbler

[538] The Double Chooz Data Streaming

[252] SSD Scalability Performance for HEP data analysis using PROOF
[111] Status and evolution of CASTOR (Cern Advanced STORage)
[113] A new communication framework for the ALICE Grid

[119] ALICE Grid Computing at the GridKa Tier-1 Center

[428] Refurbishing the CERN fabric management system

[421] Preparing for long-term data preservation and access in CMS
[420] The ATLAS LFC consolidation

[427] Dynamic federations: storage aggregation using open tools and protocols

[426] ATLAS off-Grid sites (Tier 3) monitoring. From local fabric monitoring to
global overview of the VO computing activities

[308] JavaFIRE: A Replica and File System for Grids
[303] Integrated cluster management at the Manchester Tier-2
[305] Monitoring ARC services with GangliARC

[307] CMS resource utilization and limitations on the grid after the first two years
of LHC collisions

[181] The Event Notification and Alarm System for the Open Science Grid
Operations Center

[229] Evolution of the Virtualized HPC Infrastructure of Novosibirsk Scientific
Center

[228] DIRAC RESTful API

[227] The WorkQueue project - a task queue for the CMS workload management
system

[225] Computing at Tier-3 sites in CMS

[222] The benefits and challenges of sharing glidein factory operations across nine
time zones between OSG and CMS

[151] Validation of Geant4 Releases with distributed resources

[153] Scalability and performance improvements in Fermilab Mass Storage
System.

[159] Building a local analysis center on OpenStack
[487] WMSMonitor advancements in the EMI era
[485] Many-core experience with HEP software at CERN openlab

[477] The "NetBoard": Network Monitoring Tools Integration for INFN Tier-1
Data Center
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[id] title

[558] Icsim: An integrated detector simulation, reconstruction and analysis
environment

[313] LET Estimation for Heavy Ion Particles based on a Timepix-based Si
Detector

[231] Multiple-view, multiple-selection visualization of simulation geometry in
CMS

[115] Track and Vertex Reconstruction Strategies in the ATLAS Inner Detector in
the High Multiplicity LHC Environment

[310] Geant4 Graphical User Interface OpenGL developments

[527] Application of Bayesian inference with usage of Markov Chain Monte Carlo
to a many-parameter fit of ep-collider HERA data to extract the proton structure
functions.

[370] An Extensible Infrastructure for Querying and Mining Event-level Metadata
in ATLAS

[105] Operational Experience with the ALICE High Level Trigger
[84] The Alignment of the BESIII Drift Chamber Using Cosmic-ray Data
[100] xGUS - a helpdesk template for grid user support

[346] GoCxx: a tool to easily leverage C++ legacy code for multicore-friendly Go
libraries and frameworks

[298] Preparing for the new C++11 standard
[468] Track finding in ATLAS using GPUs

[498] Planning for Obsolescence in a Production Environment: Migration from a
Legacy Geometry Code to an Abstract Geometry Modeling Language in STAR

[11] Improvements in ROOT I/O
[234] Calibration and reconstruction for the TOF system of BESIII

[241] An innovative seeding technique for photon conversion reconstruction at
CMS

[76] GPU-based algorithms for ATLAS High-Level Trigger
[559] Software For the Mu2e Experiment at Fermilab
[465] Prompt data reconstruction of the ATLAS experiment

[74] low momentum track finding in Belle 2

[34] Implementation of Intensity Frontier Beam Information Database
[297] ROOT: High Quality, Systematically
[87] The First Prototype for the FastTracker Processing Unit

[528] Evolution of Data Acquisition in the PHENIX Experiment
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[83] Monitoring the data quality of the real-time event reconstruction in the
ALICE High Level Trigger.

[521] New developments on visualization drivers in Geant4 software toolkit

[36] FAZIA FRONT-END ELECTRONICS, GLOBAL SYNCHRONIZATION
AND TRIGGER DESIGN

[397] mesh2gdml: from CAD to Geant4

[161] Maintaining and improving of the training program on the analysis software
in CMS

[154] Geant4 electromagnetic physics for high statistic LHC simulation
[348] DCS Data Viewer, a Application that Access ATLAS DCS Historical Data.
[195] High-performance scalable information service for the ATLAS experiment.

[193] Methods to quantify the performance of the primary vertex reconstruction
in the ATLAS experiment under high luminosity conditions

[271] CMS Tier-0: Preparing for the future

[109] Physics Data Processing with Google Protocol Buffers

[279] Extra Dimensions: Creating 3D content in PDF

[522] Fermi Offline Software: The Pros and Cons of Beg, Borrow, and Steal

[449] Investigating the performance of CMSSW on the AMD Bulldozer
micro-architecture

[448] New Developments in the GENFIT track fitting framework

[108] Evolution and performance of electron and photon triggers in ATLAS in the
year 2011

[102] Handling of network and database instabilities in CORAL
[103] Monitoring in CORAL
[101] Designing the ATLAS trigger menu for high luminosities

[106] Software design and implementation for the ATLAS Muon Cathode Strip
Chamber ROD

[38] Multi-threaded Event Reconstruction with JANA

[32] Simultaneous Operation and Control of about 100 Telescopes for the
Cherenkov Telescope Array

[31] Offline software for the Resistive Plate Chambers in the Daya Bay
Antineutrino Experiment

[91] Balancing the resources of the High Level Trigger farm of the ATLAS
experiment

[30] Multi-platform masterclass and data analysis application

[439] Coping with the Data Rates and Volumes of the PHENIX Experiment
[334] CMS CSC Expert System: towards the detector control automation
[95] Jigsaw: A runtime-configurable HEP analysis framework

[96] High Speed Data Receiver Card for Future Upgrade of Belle Il DAQ
[554] A Fully Software-based Online Test-bench for LHCb
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[550] Improving the quality of EMI Releases by leveraging the EMI Testing
Infrastructure

[552] Lessons Learned from Migrating Open Science Grid to a Native Packaging
Software Distribution

[238] Alignment Procedures for the CMS Silicon Tracker
[142] Legacy code: lessons from NA61/SHINE offline software upgrade adventure.
[143] LHCb Conditions Database Operation Assistance Systems

[141] High availability through full redundancy of the CMS detector controls
system
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