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About the Challenge

MAIN GOAL

To develop an estimator for the number of Higgs boson 
events and its uncertainty in a dataset.
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The dataset consists of ~280 million 𝑝𝑝 events at 13 TeV created with Pythia 8.2 and 
Delphes 3.5.0 (~6.5GB)

About the Challenge



About the Challenge

The primary metric is the signal strength (𝜇)
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𝑁𝑡𝑜𝑡 = 𝜇𝛾 + 𝛽 = 𝑁ℎ𝑖𝑔𝑔𝑠 + 𝑁𝑏𝑘𝑔

𝜇 =
𝑁𝑡𝑜𝑡 − 𝑁𝑏𝑘𝑔

𝛾

where 𝛾 is the rate predicted by the Standard Model.

Participants need to generate a 68.27% Confidence Interval for 𝜇 , incorporating six 
different systematics uncertainties that can alter the dataset.



About the Challenge

The background processes have a rate 𝛽, meaning the number of 
observed events in a given period of time is expected to follow a 
Poisson distribution
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The standard approach used in LHC analyses is to construct a 1D feature, make a 
histogram, and then estimate 𝜇 (and its uncertainty) using maximum likelihood 
estimation. 

The likelihood is a product of bin-by-bin Poisson probabilities where the expected 
counts are determined from simulations. 

𝑃𝑜𝑖𝑠𝑠𝑜𝑛 𝛽 =
𝜆𝛽𝑒−𝜆

𝛽!
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Systematic Biases



Systematic Biases

𝛼𝑡𝑒𝑠  is meant to describe the fact that the detector is not calibrated 
correctly for the measurement of the hadron momentum, meaning 
when the detector reports a momentum 𝑃ℎ𝑎𝑑  it really is :
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Systematic Biases

And similarly, for the jets momentum (when they are defined)
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Both have an influence on 𝑃𝑀𝐸𝑇  as:



Systematic Biases

As for 𝛼soft_met , it expresses an additional noise source in the 
measurement of the missing ET vector, which is not present in 
the simulation.
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DERived features are also impacted if they depend on these 
PRImary features.



Event selection - Thresholds
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Higher thresholds are applied after 
the calculation of the biased 
PRImary parameters so that the 
thresholds to be observed on 
PRI_had_pt, 
PRI_jet_leading_pt 
PRI_jet_subleading_pt are 
independent of 𝛼𝑡𝑒𝑠 and 𝛼𝑗𝑒𝑠.
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Dataset Features



Dataset Primary Features
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There are 16 features (columns) prefixed with PRI (for PRImitives) are “raw” 
quantities about the bunch collision as measured by the detector, essentially 
parameters of the momenta of particles. Those are:

PRI_had_pt
PRI_had_eta
PRI_had_phi
PRI_lep_pt
PRI_lep_eta
PRI_lep_phi
PRI_met
PRI_met_phi

PRI_jet_num
PRI_jet_leading_pt
PRI_jet_leading_eta
PRI_jet_leading_phi
PRI_jet_subleading_pt
PRI_jet_subleading_eta
PRI_jet_subleading_phi
PRI_jet_all_pt



Dataset Derived Features
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There are also 12 variables (also columns) prefixed with DER (for DERived), that are 
quantities computed from the primitive features on the fly from PRImary features 
(including possible systematics shifts)

DER_mass_transverse_met_lep
DER_mass_vis
DER_pt_h
DER_deltaeta_jet_jet
DER_mass_jet_jet
DER_prodeta_jet_jet

DER_deltar_had_lep
DER_pt_tot
DER_sum_pt
DER_pt_ratio_lep_tau
DER_met_phi_centrality
DER_lep_eta_centrality

These quantities were selected by the physicists of ATLAS, either to select regions of 
interest or as features for the Boosted Decision Trees used in this analysis in order to 
enhance signal Higgs boson events separation from background events.



Dataset Visualization
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On the challenge main page, they offer a “starting kit” on GitHub with some 
helper functions to visualize and manipulate some features of the dataset, as well a 
simplified model to start a dummy submission.

https://github.com/FAIR-Universe/HEP-Challenge/tree/master/


Dataset Visualization
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Evaluation Metrics



Evaluation Metrics

Average Interval Width over 𝑁 pseudo-experiments
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The second component 𝒄 quantifies the frequency with which 
the true value of 𝝁𝒕𝒓𝒖𝒆 falls within the 68.27% Confidence 
Interval (CI)



Evaluation Metrics
If the confidence interval accurately 

represents the 68.27% quantile, the 
true value of 𝜇 should lie within this 
interval in 68.27% of the pseudo-
experiments.

 Consequently, they employ a penalising 
function f that penalises models that 
deviate from this 68.27% reference

They opted for an asymmetric penalty 
function because, in HEP, 
overestimating uncertainty is deemed 
more acceptable than 
underestimating it.
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Evaluation Metrics

The final Coverage Score used to rank participants is calculated as 
follows:
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𝒘 represents the average width of the Confidence Interval, 𝒄 is the 
coverage parameter, and 𝝐 = 𝟏𝟎−𝟐 is a regularization term to 
guard against submissions that report unrealistically narrow CIs. 

Using the − ln() function ensures that the score variations remain 
within a modest range.
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Model Submission



Model Submission
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Model Submission
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Model Submission
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Model submission
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They offer this… But we’ll need something like this!
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Next steps…



Next steps…
✓ Understand the challenge goal
✓ Read through the fair-universe documentation and examples
✓ Reproduce the dummy model locally
✓ Gain access to the Codabench mainboard (thanks to Thiago) 
✓ Learn how to use the GPU available at the NCC
✓ Learn about the problem statistics (       )
✓ Search for hints in the previous Kaggle challenge
TO DO:
❑ Understand how to modify the Model Class to a different 

architecture
❑ Prepare a model using the simplified TES challenge
❑ Submit our own model to de competition (deadline March 13)
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Extra
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