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ABSTRACT
Grids have the potential to revolutionize computing by pro-
viding ubiquitous, on demand access to computational ser-
vices and resources. However, grid systems are extremely
large, complex and prone to failures. In this paper we
present a tool able to to check if a given grid service works
as expected for a given user or set of users on the different
resources available on a grid. Our solution deals with the
grid services as single components that should produce an
expected output to a pre-defined input, what is quite similar
to unit testing. Our tool, called Service Availability Moni-
toring or SAM, is being currently used to monitor some of
the largest (maybe the largest) production grids available
today.

Categories and Subject Descriptors
D.2.5 [Software Engineering]: Testing and Debugging—
Distributed debugging, Diagnostics, Testing tools

General Terms
Measurement, Reliability, Experimentation, Verification

Keywords
Service Availability Monitoring, Grid Monitoring, Software
Testing, EGEE, WLCG
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1. INTRODUCTION
Grids have the potential to revolutionize computing by

providing ubiquitous, on demand access to computational
services and resources. They promise to allow on demand
access and composition of computational resources provided
by multiple independent sources. On the other hand, grid
characteristics, such as high heterogeneity, complexity and
distribution (traversing multiple administrative domains) cre-
ate many new technical challenges, which need to be ad-
dressed.

Among these technical challenges, failure management is
a key area that demands much progress. Even fault diagno-
sis, a basic step in any failure management strategy, needs
to see great improvement if we are to realize the grid vision.
Today, when a grid user or administrator sees a failure in
their screen, they have a very hard time in pinpointing the
root cause of the failure. It may be the user’s own applica-
tion that has a bug, it may be that the user has requested a
certificate whose lifetime was too short, it may be a configu-
ration problem in some site that was used by the application
for the first time or even that a disk on a machine next door
has crashed. It may be a very large number of things. To
further complicate things, error messages may be mislead-
ing. A recent study shows that even specialized users, such
as system administrators, can spend as much as 25% of their
time following wrong paths suggested by unclear error mes-
sages[?].

In this work we want to check if a given grid service works
as expected for a given user or set of users on the different
resources available on a grid. To achieve this objective we
developed a framework that uses acceptance-like tests to
help diagnose failures on the grid. In this new framework we
deal with the grid services as single components that should
produce an expected output to a pre-defined input. The
framework is called Service Availability Monitoring or SAM,
and is being currently used to monitor some of the largest
(maybe the largest) production grids available nowadays.

We start by presenting in Section ?? a brief introduction
on the gLite Grid Middleware, which is being used by the



grid monitored with SAM. In Section ?? we present our
solution, with some historical background and architectural
descriptions. Further, in Section ?? we present a case study
of the use of our tool to monitor one of the largest (maybe
the largest one) grid in production today. In Section ?? we
discuss some related works and finally, Section ?? concludes
the paper with our final remarks.

2. THE GLITE MIDDLEWARE
The gLite middleware [?][?] was born from the collab-

orative efforts of more than 80 people in 12 different aca-
demic and industrial research centres as part of the EGEE
Project[?]. gLite provides a leading-edge, framework for
building grid applications tapping into the power of dis-
tributed computing and storage resources across the Inter-
net. Its first version, gLite 1.0, was released on April 4th
2005. The latest version before converging toward a common
architecture with the LCG[?] middleware was 1.5, released
in January 2006. In May 2006 gLite 3.0 was released, merg-
ing LCG2.7 and gLite 1.5. This release contained all the
services from LCG 2.7 with the addition of several compo-
nents from gLite1.5. Starting from this gLite 3.0, there were
no longer separate releases of the two middleware stacks it
is being now used by EGEE and by WLCG (the worldwide
LCG extension).

2.1 gLite architecture
The gLite services can be thematically be grouped into 5

service groups: Access Services, Security Services, Informa-
tion and Monitoring Services, Data Services and Job Man-
agement Services. Among the gLite services one can distin-
guish user, site, virtual organization (VO), and global (i.e.
multi-VO) scope where combinations are possible (autho-
rization policies may for instance be enforced by the VO
and the site). Although most services are managed by a
VO, there is no requirement of having independent service
instances per VO; for performance and scalability reasons
service instances will in most cases serve multiple VOs.

2.2 Executive summary of the services
Some gLite services coming from the 1.5 release were in-

cluded in the gLite 3. The LCG workload management com-
ponents are also available in gLite 3 and all the services
are now accessible from both tool sets in order to ensure a
smooth upgrade from the LCG 2.7 and gLite 1.5 to gLite
3.0.

Access and Security Services:.
The prime aim of the Access and Security Services is iden-

tifying users, allowing or denying access to services, on the
basis of some agreed policies. It provides a credential hav-
ing a universal value that works for many purposes across
several infrastructures, communities, VOs and projects. To
carry out this task, gLite uses the Public Key Infrastructure
(PKI) X.509 technology using Certification Authorities as
trusted third parties.

Information Service (IS) and Monitoring:.
The IS provides information about the gLite resources and

their status. The published information is used to locate re-
sources and for monitoring and accounting purposes. Much
of the data published to the IS conforms to a schema that

defines a common conceptual data model to be used for re-
source monitoring and discovery. All the LDAP URLs used
to query the information services running in each site are
stored in a database called GOCDB.

Job Management System, Resource Broker, Computing
Element and Worker Node:.

The Job Management Services collects information about
the resource usage done by users or groups of users (VOs).
The up-to-date information about the Services/Resources
is gathered via sensors (Resource Metering, Metering Ab-
straction Layer, Usage Records). Records are collected by
the Accounting System (Queries: Users, Groups, Resource).
Within the services provided by the Job Management Ser-
vice, the Computing Element (CE), represents some set of
computing resources localized at a site (i.e. a cluster, a com-
puting farm) that is responsible for job management: (sub-
mission, control, etc.) A CE provides a generic interface
to the cluster, and the cluster itself, a collection of Worker
Nodes (WN), the nodes where the jobs are run. One of the
most relevant services among the ones provided by the Job

Management Services is the Workload Management Sys-
tem, a service running on a machine called Resource Broker.
The RB is responsible for the distribution and management
of jobs across sites. The purpose of the WMS is to ac-
cept user jobs, to assign them to the most appropriate CE,
to record their status and retrieve their output. Jobs to be
submitted are described using the Job Description Language
(JDL), which specifies, for example, which executable to run
and its parameters, files to be moved to and from the worker
node, input files needed, and any requirements on the CE
and the WN.

Storage Element:.
The SE is the gLite component which takes care of the

Data Services, providing a storage back-end.

3. SERVICE AVAILABILITY MONITORING
SAM is a monitoring system that was developed based on

more than two years of experience with providing high level
monitoring tools for EGEE/WLCG grid infrastructure. The
concept of high level monitoring emerged in EGEE/WLCG
as the solution to manage the growing infrastructure that
started with about 20 sites and quickly grew to 60, then
more then 100 and ultimately beyond 200 computational
sites. Number of sites and diversity of low level monitoring
tools (a.k.a. fabric monitoring) made it impossible for a
single operational body to know and understand the status
of the whole grid and individual sites.

TestZone Tests.
The first approach to tackle this problem was a simple

set of bash and perl scripts to perform a centralized testing
of Computing Elements and the resources hidden behind,
namely Worker Nodes. The system contained the following
components: set of bash scripts with WN tests based on site
certification script provided in LCG release notes; skeleton
of the test job (JDL file and main script) that can be sub-
mitted to a site and execute all the tests; set of bash scripts
to submit test jobs to all sites; collect outputs as text files,
parse output files and generate reports and perl CGI to pro-
cess output files and generate HTML reports of test results.



Site Functional Tests.
Site Functional Tests (SFT) was a direct successor of Test-

Zone Test. The name was changed to better describe the
functionality of the system and to avoid references to the
concept of Test Zone, which was abandoned. The list of sig-
nificant changes included: tests submission and results col-
lecting code was rewritten from scratch; list of sites to test
was being taken from GOCDB and top-level BDII; addition
of several new tests; introduction of the concept of critical
and non-critical tests and addition of a programmatically
interface to site status information.

Site Functional Tests 2.
As a consequence of emerging grid operations a number

of new monitoring tools were developed and popularized.
One of the most important of them was GStat[?], a tool
to monitor and analyse grid information system, namely
BDII. To enable a common monitoring platform that would
allow sharing test results and monitoring information be-
tween SFT and GStat, a new version of SFT with major
architectural changes was introduced. SFT2 included the
following new features: a universal relational data schema
providing abstract representation of monitoring data, suit-
able for SFT, GStat and potentially other monitoring sys-
tems; single master test job script instead of several small
test scripts; addition of a basic pre-execution check to vali-
date the test environment and minimize false alarms before
launching the tests against sites and publication of test re-
sults directly from WN by the job master script.

Service Availability Monitoring.
After EGEE/WLCG grid infrastructure had grown in terms

of number of sites but also number of different service types,
it become clear, that the model imposed by SFT that, de-
spite its name, was only monitoring Computing Elements
, was not giving enough information about the status of
all important site services such as Storage Elements, LCG
File Catalogues, etc. Because of the data model inherited
from R-GMA the performance of SFT started to slowly de-
grade and the database soon became difficult to maintain. In
addition there was intensive ongoing development of third-
party monitoring frameworks for EGEE/WLCG that pro-
vided complementary information to SFT and/or covered
services or areas not monitored directly by SFT. That is why
a decision was made to extend SFT to a new system called
Service Availability Monitoring (SAM) that would provide
required features: i)optimized database schema for storing
and processing test results, ii) concept of sensors as contain-
ers of tests targeted against different types of grid services,
iii) concept of standalone sensors as third-party monitoring
frameworks or test suites that could publish test results into
SAM database in uniform format, iv) integration with other
monitoring and operational tools and v) automatic service
and site availability metrics calculation per VO based on
critical tests selection.

3.1 Architecture
SAM is a system that although functionally replaces and

extends SFT was redesigned almost completely from scratch
based on the experience gathered with the previous tools.
The architecture of the system, shown in figure ??, displays
its components logically divided into three independent lay-
ers: input, data storage and processing and output.

Input layer.
The input layer mostly consists of components responsi-

ble for executing regular tests against all grid services and
delivering results. There are two possibilities: either tests
are executed and results published by the default submis-
sion component or the equivalent functionality is provided
by standalone monitoring tools that publish the results into
SAM in a pre-defined way.

The framework provides a uniform platform for executing
the tests and publishing test results to the central database.
It has command line utilities to perform queries and to pub-
lishing test results to the underlying database through web
services.

All the sensors in SAM are plug–in modules that com-
municate with the framework using fixed protocol. In the
design of SAM we introduced two levels of hierarchy: sensors
as containers and tests as individual code units (executables)
which usually produce a single result record.

Storage and processing.
The components of SAM which are responsible for col-

lecting monitoring data, storage and post-processing are in-
stalled on a central machine called SAM Server. The core of
the system is the relational database1 which holds all the in-
formation like: grid infrastructure description (sites, nodes,
services, VOs and relations between them), test results, test
criticality, availability metrics and application configuration.

Output.
The presentation layer of SAM contains a number of com-

ponents that are accessing SAM database directly or indi-
rectly (through XML data exports) and are even parts of ex-
ternal systems. The following are the three most important
components. The SAM Portal is a reporting tool written
in Python that displays individual test results by VO, ser-
vice type, and region, as an HTML table with possibility of
showing history of test results and the detailed log from test
execution. The GridView visualization portal which shows
configurable availability plots (intervals, VO-wise, site-wise,
etc). The COD Dashboard is an external portal for Grid op-
erations in EGEE/WLCG which is a front end to the alarm
system and ticketing system.

4. CASE STUDY: MONITORING A GLOBAL
GRID

A number of grid infrastructures are currently featured by
SAM. As major examples we mention here those built within
the EGEE, SEE-Grid [?], EELA[?], Health-e-Child[?], Eu-
MedGrid[?], EuChina Grid[?], Baltic Grid[?] projects. In
these contexts, which are in general different for scale, scope
and purpose of the infrastructure, SAM platforms were de-
ployed in slightly different configurations, according mainly
to the number of sites monitored and to project’s hardware
and software resources.

On account of the number of its sites and Virtual Or-
ganizations, of its geographical spread, and of the complex
structure of its operations, the EGEE/WLCG grid is by far
the largest grid infrastructure among those featured by SAM
services.

1In current implementation only Oracle DBMS is supported
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Figure 1: SAM Architecture

4.1 Grid operations in EGEE/WLCG
The EGEE/WLCG infrastructure is based on grid ser-

vices provided by more than 200 sites distributed all over
the world. The users of these services are organized in more
than one-hundred different virtual organizations. In order
to assure the overall quality of the service provided both in
terms of availability and performance, the infrastructure was
organized into 10 federations or regions. In order to coordi-
nate the operations throughout the regions, an operational
process was defined based on two main players: a network
of Regional Operational Centres and the Grid Operators.

The Regional Operation Centre (ROC) holds the overall
responsibility for the services run within its region. This
means, in practical terms, to assure that all the sites in
the region are operated in conformity to a set of agreed
operation procedures. The Grid Operators (COD) are a
distributed team in charge of providing an active and con-
tinuous monitoring of the availability and performance of
the grid services. The key function of the COD is to detect
issues affecting the grid services, to provide possibly a first
analysis, to report existing problems to the relevant ROCs
(generally via service tickets) and, finally, to validate the
solution.

Site Certification.
In order to be integrated in the grid, a site has to demon-

strate its technical suitability to run grid services at a conve-
nient level of quality and, more important, not to introduce
unexpected perturbations in the grid.

Just for example, it is technically possible to configure
a grid site in such way that, independently on the actual
amount and quality of its resources, it starts attracting user
jobs in what is called a ”black-hole” effect. In order to pre-
vent this one well as other intentional or accidental security

issues, each site that wants to join the grid has to undergo
a preliminary testing and validation of it services, generally
indicated as ”site certification”, to be done by the relevant
ROC.

On account of SAM being among the first utilities avail-
able in the EGEE/WLCG context able to test the overall
functionality of a whole grid site, SAM’s test results are cru-
cial in the certification procedures of most EGEE/WLCG
ROCs. In the most common scenario, as one of the con-
ditions for a site to be certified, the ROC wants a site to
successfully pass the default SAM test across some days be-
fore allowing it to receive production jobs.

Site Monitoring.
Members of the COD have got a number of tools available

to support their activity. Specifically in order to monitor
the grid service availability, the main tool is the a dashboard
that uses the SAM test results to raise alarms to be followed-
up by the CODs with service tickets.

4.2 Monitoring activity by Virtual Organiza-
tions

In addition to the ”institutional” monitoring activity done
by the CODs, also some of the Virtual Organizations take
active part in grid service availability monitoring by provid-
ing and maintaining specialized tests for VO-specific grid
applications to be run, within the SAM framework, across
a subset of supporting sites.

4.3 Measuring SAM effect
In terms of positive impact on the day-to-day grid op-

erations, in the relatively short history of grid monitoring,
and specifically dealing with the EGEE/WLCG context, we
must say that the most significant improvement in the over-



all availability and stability of the EGEE/WLCG grid was
undoubtedly reached before SAM went to operations, when
the monitoring activity was featured by SAM’s predecessor,
SFT.

SAM took over SFT in production one year ago in order
to better scale with the increasing number of monitored sites
and tests to be run. In order to prove that SAM is indeed
scaling quite well, we analysed the test results concerning
the last year of operation, starting from the date when SAM
went in production.

Figure ?? shows two plots. The upper one is the number
of sites registered to the EGEE/WLCG project; the lower
one is an indicator of the overall service availability. Specif-
ically the overall service availability is calculated as the sum
of the daily availability metric of each sites in production.
The daily availability metric for a site is the percentage of
time in the day during which the site has been fully opera-
tional. We tried to reduce the negative bias on the sum due
to test results coming from still uncertified sites. Results of
tests run across uncertified sites, in fact, are mixed-up in
the database with those of certified sites. Since an historical
record of status transitions for a site in not currently avail-
able, in order to correct this effect we decided to count in
the sum the contribution of a given site starting from the
first day in which the daily availability for that site resulted
to be equal to 1. The consideration behind this assumption
is that, when a site is available continuously for 1 day it is
reasonable to foresee that its initial set-up phase is over and
the site is getting close to the certification . In this way,
without making a neat distinction between certified and un-
certified sites, we meant to measure the ”SAM effect” in
terms of usefulness of the tool to the ”operations” in broad
sense, which means to the certification activity done by the
ROC, as well as to the monitoring activity done by the COD.
As an indirect proof of the robustness and scalability of the
monitoring tool, Figure ?? demonstrates how the increas-
ing number of monitored sites (about 50% more than the
precedent year) did not affect the overall availability of the
grid services although the manpower and effort spent for the
monitoring activity was basically left unchanged.

5. RELATED WORK
Since we could not find any other tool able to run func-

tional tests of grid services on a production environment we
will present in this section some widely used tools to mon-
itor grid infrastructures and point were we think that our
solution is superior to them.

5.1 MapCenter
MapCenter [?], developed as part of the EU DataGrid

project, is a monitoring application which provides web users
a visualization of the availability and distribution of services
throughout a Grid. It is intended as a grid administration
tool for tracking availability problems.

MapCenter builds and periodically updates a model of
the network services available in a grid, and provides this
information in several logical views (sites, Virtual Organi-
zations (VOs), applications, geographical) through a web
interface. It is important to note that the information pro-
vided by MapCenter is about the availability of grid nodes
and their services (e.g., the daemons of Globus Monitoring
and Discovery Service (MDS), etc.); hence MapCenter does
not keep details concerning configuration and utilization of

resources. However, it does allow users to dynamically query
an MDS server (using a PHP-based LDAP client), ping and
otherwise interact with hosts (using CGI scripts). So, using
MapCenter a given user can discover what services are alive
in the grid but it there is no way to know if the available
resources are properly configured to accept jobs from an spe-
cific Virtual Organisation or if the interactions among the
different services during the lifetime of a grid job are working
as expected.

5.2 GridICE
GridICE [?] was developed as part of the DataTag project

in order to facilitate grid administrators work. It provides
status and utilization information at Virtual Organization,
site and resource level, as well as basic statistics derived
from historical traces and real-time alerts, all through a web
front-end.

GridICE has a centralized architecture where a main server
periodically queries a set of nodes to extract information
about the status of grid and network services, and the uti-
lization of resources. The main server is based on Nagios,
an open source, host and network service monitor that can
be easily extended by the use of custom monitoring and
notification plugins. GridICE has an MDS plugin for peri-
odically querying Globus index information servers and in-
formation providers, whereas other plugins can be built, say,
for RGMA. The collected information is stored in a DBMS
and used to build aggregate statistics (e.g., total memory
per site), trigger alerts and dynamically configure Nagios to
monitor any newly discovered resources. End-users access
the service through a PHP-based web front-end which in-
cludes logical views at VO, site and entity level as well as a
geographical map.

As the reader may have already noticed GridICE resem-
bles more a fabric monitoring tool then a grid monitoring
tool. It indeed provides a grid view of the monitoring data
but it is target to site administrators that are, usually, more
interested in finding and solving problems with their re-
source. To a grid user point of view GridICE doesn’t provide
and kind of feedback about the suitability of a given resource
to jobs of a given Virtual Organization nor any clue about
the status of the interaction among different grid services.

5.3 Globus MDS
The Monitoring and Discovery Service [?], formerly known

as the Metacomputing Directory Service, constitutes the in-
formation infrastructure of the Globus toolkit [?].

MDS 2.x is based on two core protocols: the Grid Infor-
mation Protocol (GRIP) and the Grid Registration Protocol
(GRRP). The former allows query/response interactions and
search operations. GRIP is complemented by GRRP, which
is for maintaining soft-state registrations between MDS com-
ponents.

The Lightweight Directory Access Protocol (LDAP)[?] is
adopted as a data model and representation (i.e., hierarchi-
cal and LDIF respectivelyLDAP Directory Interchange For-
mat), a query language and a transport protocol for GRIP,
and as a transport protocol for GRRP. Given the LDAP-
based hierarchical data model, entities are represented as
one or more LDAP objects defined as typed attribute-value
pairs and organized in a hierarchical structure, called the
Directory Information Tree (DIT).



Figure 2: SAM availability

The MDS framework consists of information providers
(sensors), Grid Resource Information Services (GRISpro-
ducers) and Grid Index Information Services (GIISrepub-
lishers). Both producers and republishers are implemented
as back ends for the open source OpenLDAP server imple-
mentation.

Producers collect events from information providers, ei-
ther from a set of shell scripts or from loadable modules via
an API. In addition, producers provide their events to repub-
lishers or to consumers using GRIP, and register themselves
to one or more republishers using GRRP.

Republishers form a hierarchy in which each node typi-
cally aggregates the information provided by lower level re-
publishers (and producers in case of first level republishers).
Republishers use GRIP and GRRP as part of the consumer
and producer interfaces, though custom implementations
could offer alternative producer interfaces (i.e., relational).
Several roles may be served by republishers, including the
provision of special purpose views (e.g. application-specific),
organization-level views and so on.

Consumers may submit queries to either producers or re-
publishers, or discover producers through republishers, in
any case using GRIP.

Again, this kind of grid monitoring solution, although be-
ing very flexible and extensible, can not be used to check the
whole interaction chain of grid services during a grid job life
cycle. Also, due to the fact that grid resources and under
several different administrative domains, they have differ-
ent management policies so it is difficult to be sure that the
same configuration procedures were applied to each grid site
and that all the resources in each site will act as expected
for all virtual organizations that may have access to them.

5.4 GStat
GStat is a Grid Information System monitoring applica-

tion [?] that is being actively used by the EGEE project.
One GStat page exists for each EGEE Resource Centre and
these pages are open to the public, i.e. no certificate-based
access applies here. From the main GStat web page one can
navigate to see the detailed pages that exist for every EGEE
site.

The most interesting point here is the graphs provided by
GStat, showing error (alert) levels and various other metrics,
usually going as far back as the last 12 months. From these
graphs one can examine the stability of a site, and possibly
how long an error lasted.

A sites GIIS normally runs on the Grid Gate (the head
node of the Computing Element) and collects information
about all resources present at the site. GIIS entries are
requested by the GStat server by running an LDAP search
command every few minutes; the data returned to GStat is
the reply from the GIIS of the corresponding Grid Gate.

The number of entries found varies from time to time due
to the dynamic nature of the Grid (more specifically re-
sulting from site configuration changes and changes of the
software environment installed by the various VOs on the
site). This means the number of normal entries can fluctu-
ate and the sites information system could still be considered
error-free and up to date; on some occasions however, the
entries abruptly drop to zero (or quite lower than the cur-
rent value), perhaps due to some network fault that causes
time-outs or even disconnections, or a failure of the GIIS
daemons running on the Grid Gate.



GStat can and is being successful used by EGEE to mon-
itor its information systems but needs to be complemented
with other tools since it does not monitor itself the status
of the services or the interoperation of the different grid ser-
vices.

6. CONCLUSIONS
We presented a framework that uses acceptance tests to

help diagnose failures on the grid. In this new framework
we deal with the grid services as single components that
should produce an expected output to a pre-defined input.
The framework, called Service Availability Monitoring or
SAM, is being currently used to monitor some of the largest
(maybe the largest) production grids available nowadays and
proved to be helpful on improving the reliability of the mon-
itored grid services.
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