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Outline 

 LHC Schedule and Computing Challenges 

 Status of computing in ATLAS 

 Installed resources and projections for 2012 and 2013 

 Overview and developments since last Facility Meeting 

 Analysis Performance & Efficiency 

 Summary 
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From last week’s ATLAS weekly 

In 2010 the goal was to 

collect 1fb^-1 in 2011  
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The 2011 Schedule 
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50 ns 

pile up 95 

25 ns 

pile up 47 

50 ns 

pile up 190 

25 ns 

pile up 95 

50 ns 

pile up 285 

Trade off: Integrated Lumi ↔ pile up  

Roughly for 2 times more integrated luminosity 4 times the pile up  

This is where we are today 
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Improvements in CPU Time and Data Sizes 
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Physics drives Computing 
(J. Shank at September LHCC) 
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New Data Distribution Policy 

CREM requested T2s to hold 2 primary copies of mc10_7TeV*merge datasets 
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Tier-2 CPU Usage 

Installed T2 capacity in the U.S.  
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Dynamic Data Placement 

More about PD2P and Caching in Torre’s talk 
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Updated Resource Request for 2012/2013      

(J. Shank @ LHCC) 

US to provide 23% 

of the total 

Baseline for Pledges 
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Usable and Pledged Capacities in the U.S.  

Up-to-date summary at  

https://docs.google.com/spreadsheet/ccc?key=0AnH5nTdCzYK3dFdrZmhQcnMxelRNSWZGS0FhSlZWbUE&hl=en_US#gid=0   
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Service Integration Activities  

 Besides Facility operations at high performance and high reliability we are working on 
several service integration initiatives 
 UIUC joining MWT2 
 Moving from “shared area” to CVMFS for S/W distribution and Conditions Data 

access 
 Following difficult start have developed lots of expertise 
 Have now several CVMFS-based PanDA sites in production 

 Federated Data stores w/ xrootd 
 Focused WG has made excellent progress lately 
 All tiers participating 
 Still a lot of work remaining (authentication, performance, …) - will hear more from Wei 

 Cloud Computing 
 Lots of ideas and initial steps (e.g. dynamic WN capacity extension, T3, …) 
 Need to converge – ATLAS-wide - on a program of work 
 We welcome Val from LBNL and Cui et al from Fresno to join our activities 
 John Hover will kick off the discussion later today 

 AutoPyFactory – A new infrastructure for pilot submission 
 Deployment already in progress in the US 
 Pilot submission now under full control by Facilities 
 Lots of new features – John Hover will present tomorrow 

 WAN performance optimization and monitoring with perfSONAR-PS 
 Our initiative in collaboration w/ I2 has finally paid off 
 LHCOPN monitoring fully implemented at 10 T1s and CERN within only ~3 months 
 Shawn and Jason will talk about recent achievements 

 Virtualization and Configuration Management 
 Rob will provide more information about facility integration in the next talk   
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Summary of Tier-2 “Issues” 

Based on Discussion Rob and I had with PIs et al 

Very useful thanks to excellent preparation and openness 

 Capacity Provisioning according to defined milestones 

 CPU/Disk capacity balance (too much CPU in 2011/2012) 

 Limited network b/w to storage affecting job efficiency 

 Analysis performance: number of concurrent analysis 
jobs below 50% of total number of job slots 

 Facility operations critically dependant upon 1 person 

 Power capacity and stability 

 Delayed implementation of agreed upon new services 
and updates 

 Resilience of core services against component failures 

 Together w/ sites will track progress 

 Will have these discussions every ~6 months  
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U.S. ATLAS Institutional Computing Policy 

 Applies to “Tier-3” sites with different functionalities, e.g. 
 Follows ATLAS-wide policy, adding specifics for U.S. region 

 ATLAS Analysis Site or “Tier-3g” 

 Site with full grid services or “Tier-3gs” (Tier-2 like) contributing to 
production and/or analysis 

 DDM site with SE to receive data via subscriptions 

 Production/ATLAS-wide Analysis Site requirements and obligations 
 Need Sponsor from Tier-1 or Tier-2 

 Computing, storage, networking resources, effort, uptime and response 
time in case of problems, cloud support, official affiliation with ATLAS 

 Site Certification Process 
 Depends on functional category  

 Site validation (coordinated through Facilities Integration Program on behalf of 
ADC) 

 Status change and termination 
 Application needs approval from ATLAS International Computing Board (ICB) 

 Document in preparation 

 Important to have crisp requirements and official process for site 
inclusion in place to avoid disruption of ATLAS workflow 
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Network Evolution – “Flattening” today’s 

Hierarchical Model 

Hierarchical (Monarch) Model (restricted)                                                                Ultimate Pull Model based on 

                                                                                                                                    unrestricted access across sites 

Compromise: Proposed Implementation based 

on regional exchange points (LHCONE) 

Region 

e.g. US 
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Networking - LHCONE 

 “Prototype” is shaping in several regions of the world 
 North America (US & CA, USLHCNet), Europe, Asia 

 Connectivity between R&E Networks in Europe and the US 

 Growing number of sites are connected and start making throughput 
measurements 

 We need to keep in mind that LHCONE is implemented as an overlay network 

 There is no new bandwidth – traffic is using pretty much the same infrastructure 

– In some cases less throughput than w/  General IP  

 LHCONE infrastructure allows engineering of traffic flows 

 Still much work in progress and far away from production  
 Different providers have different perspectives of LHCONE 

 No imminent problem of saturating existing R&E IP networks 

 Constructing independent IP network for HEP has limited value 

 All R&E providers are investigating in initiatives (DYNES, DICE, GLIF) to better 
control large science flows -> create global initiative 

 LHCONE should be technically ambitious/far beyond IP networks 

– Should engage with early adopter user communities in a managed way 

– To be coordinated, for the LHC, with the experiments 

 
More in Shawn’s talk 
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 The US ATLAS Tier-1 Center is the most attractive ATLAS Analysis Site 

Slides presented by Chair of the ATLAS  

International Computing Board in 07/2011 

7500 concurrent jobs 
9,6 PB Disk 
60 Gbps Wide Area Network  
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Analysis share by Tier-2 Site (as of July 2011) 

4 (out of 5)  

US T2 Sites 

NET2 (w/o HU) working  
on improvements 
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Analysis Efficiency 
(J. Elmsheuser @ CREM Meeting) 

https://indico.cern.ch/getFile.py/access?contribId=5&resId=0&materialId=slides&confId=156964  
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23% 

76% 
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http://atladcops.cern.ch:8000/drmon/crmon_TiersInfo.html 
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=> Local Site Mover (LSM) as “Insulation Layer” between Pilot and SE 
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Summary 
 Computing was a big success as enabler for physics, on its own metrics but also on 

the ultimate metric of timely physics output 
 The Facilities, the Tier-1 and the Tier-2’ centers, have performed well in initial LHC data taking 

and analysis  

 Production and Analysis Operations Coordination provides seamless integration with 
ATLAS world-wide computing operations  

 We have a very effective Integration Program in place to ensure our share to production 
& analysis operations with real data and simulation and to integrate new components 
and services 

 Excellent contribution of the Tier-1 and Tier-2 Sites to high volume production (event 
simulation, reprocessing) and analysis 

 The U.S. ATLAS Computing Facilities need sufficient funding to be on track to meet the 
ATLAS performance and capacity requirements 

 Tier-2 funding uncertainties beyond 2011 
 New Cooperative Agreement w/ NSF for 2012 – 2016 – awaiting the numbers 

 Tier-1 equipment target reduced to minimum 
 Extended equipment lifetime increases risk 

 Smooth integration of the Tier 3s in the U.S. – thanks to Doug 

 Tier-3s largely in place & operational 

 Doug has moved on from Facilities to Analysis support 
 U.S. ATLAS is actively pursuing continuation of OSG  

 

 Overall, the Facilities in the U.S. have performed very well during the 2011 run, and I have no 
doubts that this will hold for 2012 and beyond ! 
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