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Outline

• The Integration Program scope

• Goals for current quarter

• Progress from recent US ATLAS workshops 
on virtualization & configuration 
management, and federated xrootd

• Service deployments in this Phase

• Facility meetings & conclusions
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Integration Program
• The US ATLAS Computing Facility’s framework for 

employing best practices in distributed computing across 
federated resources to ensure ATLAS computing resource 
requirements are met

• Coordinated procurements of resources
• Middleware deployments: OSG, WLCG accounting
• ATLAS services: file catalogs, transfer services
• Network monitoring infrastructure

• Focused tasks & exercises
• Production & analysis performance
• Throughput & latency between sites
• Storage management & data access services
• New services & technologies
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Current quarter goals 
(2b revised during this meeting)

• Finish FY11 CPU & Storage procurements at all sites

• Update OSG worker node & CE to last pacmanized versions; participate in rpm-
based installation & config

• Deploy CVMFS uniformly throughout the facility

• Upgrade network monitoring infrastructure; revisit sustained multi-site 
throughput testing while evaluating new circuits (Esnet, LHCONE)

• Continued testing and development of federated xrootd infrastructure

• Continue to support OSG opportunistic usage

• Phase I integration of newest US ATLAS Tier 2 site at Illinois/NCSA into MWT2

• Engage with and support whole-node-scheduling / AthenaMP and analysis IO 
performance activities

• Middleware deployment planning & interoperability

• Coordination of Virtualization and Cloud activities as appropriate for the US 
ATLAS facility 



Recent Workshops
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https://indico.cern.ch/conferenceDisplay.py?confId=141745



US ATLAS Facilities Workshop on 
Virtual Machines and Configuration 

Management
• Two day meeting with 28 attendees from Tier 1/2/3 sites, Panda, Ops 

teams to share experiences to date with virtual machine and 
configuration management tools

• Goal to identify opportunities within the US ATLAS computing facility for 
collaborating and developing best practices and common infrastructure

• After day of presentations and free-form discussions three areas for 
future work emerged:

• Community provisioning and asset management

• Service configuration management

• Virtual machine & cluster management

• Second day breakout groups developed recommendations and suggested 
key areas for future work: 

http://indico.cern.ch/conferenceDisplay.py?confId=141745 



Community Provisioning 
and Asset Management
• Sharing of images, configurations, repos

• Is there a need? If so what are the requirements and 
components?

• Architectural issues, factorizing elements

• by-hand; turn-key appliance; intermediate- 
templates, tools, best practices

• Privacy and Security

• Libraries of images - drawing on whats already out 
there; mindful of broader picture

Steps in this direction: DDM puppet forge, Tier 3 puppet SVN



Service Configuration

• Which services are good candidates for 
configuration management? 

• Services already configured within a 
framework or by a tool: what is works and 
is natural?  What are the best practices?

• Providing feedback to packagers



Virtual Machine & 
Cluster Management

• Which capabilities are required, and by importance and why

• Consider critical head node services as distinct from worker 
nodes

• Requirements for (and meanings of) high availability

• Initial virtualization from physical machines

• Live migration & load balancing

• Hardware configurations

• Self-service management system

• VMware, RHEV - any open source alternatives worth pursuing  

  Summary write-ups available from each group on website



Federated Xrootd 
Workshop

• Technical working meeting in Chicago Sep 12-13

• Participation from T1,T2,T3 sites, USCMS, OSG 
Storage & Integration groups, US ATLAS Analysis 
Support teams

• Discussion of deployments and testing to date, 
technical issues going forward 
(see further http://www.usatlas.bnl.gov/twiki/bin/view/
Admins/FederatedXrootdWorkshopSep2011.html) 
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FAX Status monitor • Global redirector w/ 
• Tier 1 BNL
• All Tier 2s
• Tier 3GS via N2N, LFC@T1
• 6 Tier 3s
• OSG ITB testing site

Technical issues identified
(cf  Wei’s presentation 
tomorrow)

Benchmarks & testing underway

continuous lightweight probes every 15 minutes



Service Deployments in 
this Phase
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Site level service 
deployments in this Phase
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• CVMFS

• complete this - already in production at Illinois, AGLT2, MWT2 (new 
queue), ...

• Requires close coordination with Xin and Alessandro

• OSG CE

• Last pacmanized version

• OSG Worker Node

• Has updated LFC python bindings

• PerfSonar

• Release imminent

• New boxes
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Need to build into 
our program



Site Certification

• Defined for each quarter

• Identify key performance drivers

• Contributions from T1, T2 admins & others 

• Below was Phase 17,April-June 2011
Focused tasks
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Phase 18: July - Sep

Site Certification 
FY11Q4

Reminder updates
due Oct 19 :)



Meetings, joy of...
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US ATLAS Facility 
Meetings

• Data Management 

• Tuesday, noon Central, Kaushik &  Armen

• Moving to bi-weekly schedule

• Throughput & networking

• Tuesdays, 2pm Central, Shawn (always biweekly)

• Computing Integration and Operations

• Wednesday, noon Central, Michael & Rob 

• Meeting has transitioned to bi-weekly

• US ATLAS federated xrootd

• Fridays, 1pm Central, bi-weekly, Rob & Wei (biweekly)
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Requirements, resources
Facility organization

Analysis & the Facility

Fabric Deployments,
Planning

Virtualization
&

Cloud

Networking

Analysis
optimization

Today’s workshop themes:
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... tomorrow

Pilots, 
caching, 

brokerage, 
operations

Federating... 
identity &
storage

Tier3 integration

Service
Deployments
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Conclusions

• A busy agenda - for this meeting and the 
coming quarter

• The  Integration Program is now entering 
its 5th year with Phase 19, FY12Q1

• Thanks to all the site admins, operations 
teams, prod system developers, analysis 
support, collaborators from OSG and 
WLCG, & users, for making this possible


