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PAT Survey Results 

Prior to the PAT Workshop, PAT conducted an extensive survey of active analyzers 

There were 76 questions 

They received 274 responses! 

Full survey results are here: 

https://indico.cern.ch/getFile.py/access?contribId=21&sessionId=5&resId=0&materialId=0&confId=149202 

What follows is a summary, focused on topics of potential interest to facilties 
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User efforts at speeding up analysis 
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User efforts at speeding up analysis 
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Distributed Analysis Job Efficiencies 

Johannes Elmsheuser and team looked at All Analysis and GangaRobot/HammerCloud 

jobs in Jun, Jul, Aug, & Sept of 2011 
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All T0-T3 
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All T0-T3 
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Already operating 

in SUSY & SM groups 
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DPD Train vs Skimming 

Skimming: user submits grid jobs that reduce a large group n-tuple into a small D3PD  

Pros & Cons of DPD Train (as compared to skimming): 

- DPD Train requires users to learn Athena Pro & Con 

- Skimming allows user to use their own event selection code 

  DPD Train requires selection to be rewritten using the athena EDM Con 

- DPD Train has longer turn-around time (validation) Con 

- DPD train allows the user to employ all athena features Pro 

- DPD Train should save resources overall (depending on freq) Pro 

- skim requires user to manage his own jobs on the grid 

  for DPD train, production system handles jobs Pro 

- if all users switch to DPD train, would save disk space 

  (eliminating the group D3PDs [size comparable to AODs]) 

- DPD train requires more care, one broken piece can derail 

  (thus need centralized approach with coordinator, tests, etc.) 

Pro 

Con 
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Major effort to support/develop a standalone ROOT/D3PD analysis framework  

but with appropriate links into Athena 

Other (PAT) Focus 
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New Efforts to Improve Performance 

- There have been previous attempts to compare various analysis approaches: 

 

    (1) Akira did a rather exhaustive comparison of the (many) available approaches 

          (carefully documented in [unpublished ?] note by Akira) 

 

    (2) Sergey did very careful studies of jobs running at BNL & found much room for  

          improvement (2-3 years ago) 

- As we get more data, the stress on the system will certainly increase (dramatically) 

- Efforts have begun to improve the framework underlying various user analysis tools 

          - D3PDReader 

          - Object Selectors for the Performance Tools 

          - Event Selectors ? (decision deferred to future meeting) 

- Other analysis tools improvements in progress or under discussion 

           - central repository of compiled rootcore packages 

           - ability to augment D3PDReader objects (method under discussion) 

          - modification of D3PDReader so that it can run with python    

See also 

Jack’s talk 



New Efforts to Improve Performance (continued) 
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- Would like to build performance benchmarks right into D3PDReader objects 

- Furthermore, would like to have a way (at least for grid jobs)  to centrally collect these  

     performance measurements  

     (would give computing people opportunity to better understand what typical jobs  

- Potential performance metrics: 

         - number of bytes read 

         - TTreePerfStats   

         - Maybe also write out which branches were read and how often 

- Other (potential) improvements: 

        - many new features to SampleHandler (Meta data) [esp ability to use in batch/grid] 

        - progress on the development of a PAT framework (probably based on Sframe) 

        - a simpler, lighter skimming tool  

        - tools for managing jobs and job sequences 

        - tools for incorporating systematics and corrections 
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Other Issues with Potential Impact on Facilities 

- Scheme for data distribution to T3s 

          - direct output of grid jobs to T3 could decrease total data transfers (?)  

- Tag issues 

            - keeping tag db up to date can be problematic 

            - difficulties reporting trying to use tags on grid 

            - tag is more useful for POOL based analyses than D3PD based analyses 
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Outlook 

Active efforts to improve efficiency of analysis and resource use (at all levels) 

 

Built in benchmarking tools will be crucial to further improvements 

 

Success will, however, depend on careful coordination between users, PAT,  

Physics/Performance Groups, and facilities 


