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e Contents

Enabling Grids for E-sciencE

 Reminder of the main grid services

* A closer look at Workload Management System (WMS)
and its Resource Broker (RB)




Sl User Interface node

Enabling Grids for E-sciencE

 The user’s interface to the
Grid

« Command-line interface to
— Create proxy with VOMS

extensions
— Job operations — (non- « Torun ajob user creates a
blocking batch mode) JDL (Job Description
= To submit a job Language) file

= Monitor its status
= Retrieve output

— Data operations on files
— Other grid services

« Also C++ and Java APIs



Current production middleware

Enabling Grids for E-sciencE
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G? G}G} Basic JDL example

Enabling Grids for E-sciencE

Submit job to grid via the “resource broker (RB)",

edg-job-submit my.jdl
Returns a “job-id” used to monitor job, retrieve output

Example JDL file

Executable = “gridTest”;
StdError = “stderr.log”;
StdOutput = “stdout.log”;

InputSandbox = {“/home/joda/test/gridTest”};
OutputSandbox = {“stderr.log”, “stdout.log”};
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Current production middleware

Enabling Grids for E-sciencE

>
| Input “sandbox”

edg-job-get-output

Output “sandbox”

stderr.log
stdout.log

stdout.log

STD input stream
Is read from file

STD out and err.
streams are
redirected into files

stdout.log )+~
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Executable = “gridTest”;
StdError = “stderr.log”;
StdOutput = “stdout.log”;

InputSandbox =
{*/home/joda/test/gridTest”};

OutputSandbox = {“stderr.log”,
“stdout.log”};

A worker node is
allocated by the
local jobmanager
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e Building on basic tools and

Enabling Grids for E-sciencE I n fo r m ati O n SerVI C e
Submit job to grid via the “resource broker (RB)",

edg-job-submit my.jdl
Returns a “job-id” used to monitor job, retrieve output
Example JDL file

Executable = “gridTest”;

StdError = “stderr.log”;

StdOutput = “stdout.log”;

InputSandbox = {“/home/joda/test/gridTest”};
OutputSandbox = {“stderr.log”, “stdout.log”};
InputData = “1lfn:/grid/gilda/training/testbed0-00019";

Requirements = other.Architecture=="INTEL” && \
other.OpSys=="LINUX”;

Rank = “other.GlueHostBenchmarkSF00”;
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e Building on basic tools and

Enabling Grids for E-sciencE I n fo r m ati O n Serv i C e
Submit job to grid via the “resource broker (RB)”,

edg-job-submit my.jdl
Returns a “job-id” used to mo

| Ifn: logical file name
Exect

e B uses File Catalog
el (0 find file location

The file itself is NOT
transferred by the
middleware!

Your binary must
transfer input/output grid
files!

OutputSandbox = {“S\err.log”, “stdout@Pg”};
InputData = <lfn:/grid/VOname/mydir/testbed0-00019”";

Requirements = other.Architecture Higher level tools can
other.OpSys=="LINUX"

tranfer the file for you.
Rank = “other.GlueHostBenchmarkSE E.g. P-GRADE
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e Building on basic tools and

Enabling Grids for E-sciencE I n fo r m ati O n SerVi C e
Submit job to grid via the “resource broker”,

edg-job-submit my.jdl
Returns a “job-id” used to monitor job, retrieve output

Example J

Executable = “gridTest”;

StdError = “stderr.log”;
StdOutput = “stdout.log”;
{“/home/joda/test/
{“stderr.log”,
InputData = “1lfn:/grid/VOname/

InputSandbox

OutputSandbox

t.log”};
ir/testbed0.00019”;

Requir = other.Architecture=="“"INTEL” && \
other.OpSys=="LINUX” && other.FreeCpEE:EEEZ>

Rank =other.GlueHostBenchmarkSF00” ;
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Job submission

CE characts
& status

SE characts
& status

Storage
Element
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Ul: allows usersto
access the functionalities
of the WMS

iia coommand lina 1 I
\VIG\;UIIIIIIGI U 111I1IC, YUl

C++ and JavaAPIs)

WMS:. Workload M anagement

System

Job
e, RB NOdE Status

CE characts

SE characts
& status & status
Computing Storage
Element Element



-

edg-job-submit myjob.jdi
my.jdl |

Executable = “gridTest”;

StdError = “stderr.log”;

StdOutput = “stdout.log”;

InputSandbox = {*/home/joda/test/gridTest” };
OutputSandbox = {“stderr.log”, “stdout.log”};

InputData = “1fn:/grid/VOname/mydir/testbed0.00019”;

Requirements = other.Architecture=="INTEL” && \

other.OpSys=="LINUX” && other.FreeCpus >=4;

Rank = “other. GIueHostBenchmarkSFOO”'

COrnors

CE characts
& status

Job Description Languac
(JDL) to specify job
characteristics and
requirements

Storage
Element
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.. RBN NS: network daemon Job
responsible for accepting Status

“.incoming reguests Is et
. 9 A uomitred
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waiting
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e, RB NOde Job
Status

SRR RSy

e _J
ISUDmITT a
waiting

: RB
storage

WM: responsible to take
the appropriate actions to
satisfy the request
CEcharacts | o characts
& status & status
Computing Storage
Element Element
A
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e, RB NOde Job
" Status

Job submission

|su:rmuﬁed

A\ 4

waiting

CE characts SE characts
& status & status

Storage
Element
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.....RB node Job

JoO b Su b mi SS | on Status

_ L. _°*aa_ _J
- ISUDmITTeq

A\ 4

waiting

M atchmaker responsible
to find the “best” CE
where to submit ajob

M aker/
Broker

Storage

CE characts SE characts
& status & status

Storage
Element
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CE characts
& status

waiting

SE characts
& status

Storage
Element

17



e, RB NOdE Job

Status

Job submission

2= 2y
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RB node Job

Job subm|SS|on Status

_ L. _°*aa_ _J

Yaract

A\ 4

waiting

: RB
: storage

JA: responsible for the final “touches’ s EE;:tir oS
to the job before performing submission
(e.g. creation of wrapper script, etc.)
/
Computing Storage
Element Element
—
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e, RB NOde Job
" Status

Job submission

ubmitted
- waiting
ﬂ ready
: S
. RB
: storage

CE characts

JC: responsible for the

& Satus SE characts
actual job management & status
operations
(done via CondorG)

Computin Storage
Element Element
—
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Job submission

e, RB NOME

.
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Job

Status
- kubmitted
waiting
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Storage
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e, RB NOdE Job

Status
lsubmitted
waiting
ready
scheduled
running
“Grid enabled”
o) data transfers/
Computing ~ aCCEesses Storage
Elernent .,............--V E|ernent
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Job
Status

|suo-m.ﬁed

A\ 4

waiting

A\ 4

ready

A\ 4

scheduled

A\ 4

running

A\ 4

done

Computin oE
Element N

S

Storage
Element
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PR nnde

Job

edg-Job get-output <dg-job id>

Status

_ L. _°*aa_ _J
ISUDmITTCQ

A\ 4

waiting

A\ 4

ready

A\ 4

scheduled

A\ 4

running

A\ 4

done

Storage
Element

(
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Job

Fubmiﬂ'ed

A\ 4

waiting

A\ 4

ready

\

scheduled

A\ 4

running

A\ 4

done

A\ 4

cleared

Computing
Element

Storage
Element
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e, RB NOdE

Job monitoring

edg-job-status <dg-job-id>
| edg-job-get-logging-info <dg-job-id>

" LB: receives and stores
job events; processes
corresponding job statu

L og of
job events

LM: parses CondorG log
file (where CondorG logs

info about jobs) and notifies LB "



G Possible job states

Enabling Grids for E-sciencE

Flag Meaning

SUBMITTED submission logged in the LB

WAIT job match making for resources

READY job being sent to executing CE

SCHEDULED job scheduled in the CE queue manager

RUNNING job executing on a WN of the selected CE queue
DONE job terminated without grid errors

CLEARED job output retrieved

ABORT job aborted by middleware, check reason
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Cy JDL: some relevant attributes

Enabling Grids for E-sciencE

JobType
Normal (simple, sequential job), Interactive, MPICH, Checkpointable
Or combination of them
Executable (mandatory)
The name of the binary executable (absolute path)
Arguments (optional)
Job command line arguments
Stdinput, StdOutput, StdError (optional)

Standard input/output/error of the job
(stdin absolute path; stdout & stderr relative path)

Environment (optional)

List of environment variables to be set for the binary
J

InputSandbox (optional)
List of files on the Ul local disk needed by the job for running
The listed files will automatically staged to the remote resource
OutputSandbox (optional)
List of files, generated by the job, which have to be retrieved
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JDL: Some relevant attributes 2.

Enabling Grids for E-sciencE

* Input Data (For the broker, but no data movement is performed)

» Output Data {OutputFile= [CE path]
[ StorageElement= SE ]
[ LogicalFileName = Ifn:fileName ] }
(For the broker, but no data movement is performed)

Requirements — CE features
Rank — Importance of the different CE features

RetryCount — how many times try to resubmit a failed job

MyProxyServer — where to download proxy from



€ Summary

Enabling Grids for E-sciencE

* Create JDL file
* Check some CEs match your requirements:
— edg-job-list-match

*  Submit job
— edg-job-submit

* Do something else for a while! —gLite is not written for short jobs!

* Check job status - occasionally
— edg-job-status

 When job is “done”, get output
— edg-job-get-output



Sl NOTES about the practical

Enabling Grids for E-sciencE

* “Write a simple JDL file like the following (jlvptest.jdl)”

— You already have hostname.jdl — use that!

* Follow “Practical_1" link in the agenda page

— Also try the command edg-job-get-logging-info

— And follow Practical 2 to explore different JDL options.



