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Wjj at CDF

In April 2011 CDF reported an excess of events with 3.2 standard 
deviation significance in the dijet invariant mass distribution (with 
invariant mass 130-160 GeV) for Wjj events

The update in June (using 7.3 fb-1 of data) increased significance of the 
excess to 4.1 standard deviations
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FIG. 1: The dijet invariant mass distribution. The sum of electron and muon events is plotted. In the left plots we show the
fits for known processes only (a) and with the addition of a hypothetical Gaussian component (c). On the right plots we show,
by subtraction, only the resonant contribution to Mjj including WW and WZ production (b) and the hypothesized narrow
Gaussian contribution (d). In plot (b) and (d) data points di�er because the normalization of the background changes between
the two fits. The band in the subtracted plots represents the sum of all background shape systematic uncertainties described
in the text. The distributions are shown with a 8 GeV/c2 binning while the actual fit is performed using a 4 GeV/c2 bin size.

against 5 GeV variations of the thresholds used for all of
the kinematic selection variables, including variations of
the jet ET > 30 GeV threshold. This analysis employs
requirements on jets of ET > 30 GeV and pT > 40 GeV/c
for the dijet system, which improves the overall modeling
of many kinematic distributions. We also test a selection
only requiring jet ET > 20 GeV as in Ref. [19]. This se-
lection, which increases the background by a factor of 4,
reduces the statistical significance of the excess to about
1�.

We study the �Rjj distribution to investigate possi-
ble e⇥ects that could result in a mismodeling of the dijet
invariant mass distribution. We consider two control re-
gions, the first defined by events with Mjj < 115 and
Mjj > 175 GeV/c2 and the second defined by events
with pT < 40 GeV/c. We use these regions to de-
rive a correction as a function of �Rjj to reweight the
events in the excess region. We find that the reweight-
ings change the statistical significance of the result by
plus or minus one sigma. However, the �Rjj distribu-
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Response...
By now ~100 papers have appeared 
trying to explain this excess by 
introducing BSM physics

A handful of papers tried to explain the 
results within the SM (mostly by 
addressing issues in the top quark sector)

CDF’s results 
are not 
confirmed by 
DØ nor by 
CMS
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systematic in units normalized by its !1 s.d. Different
uncertainties are assumed to be mutually independent,
but those common to both lepton channels are treated as
fully correlated. We perform fits to electron and muon
selections simultaneously and then sum them to obtain
the dijet invariant mass distributions shown in Fig. 1. The
measured yields after the fit are given in Table I.

To probe for an excess similar to that observed by the
CDF Collaboration [1], we model a possible signal as a
Gaussian resonance in the dijet invariant mass with an
observed width corresponding to the expected resolution

of the D0 detector given by !jj ¼ !W!jj #
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Mjj=MW!jj

q
.

Here, !W!jj and MW!jj are the width and mass of the
W ! jj resonance, determined to be !W!jj ¼
11:7 GeV=c2 andMW!jj ¼ 81 GeV=c2 from a simulation
of WW ! ‘"jj production. For a dijet invariant mass

resonance at Mjj ¼ 145 GeV=c2, the expected width is
!jj ¼ 15:7 GeV=c2.
We normalize the Gaussian model in the same way as

reported in the CDF Letter [1]. We assume that any such
excess comes from a particle X that decays to jets with
100% branching fraction. The acceptance for this hypo-
thetical process (WX ! ‘"jj) is estimated from a MC
simulation of WH ! ‘"b !b production. When testing the
Gaussian signal with a mean of Mjj ¼ 145 GeV=c2, the
acceptance is taken from theWH ! ‘"b !b simulation with
MH ¼ 150 GeV=c2. This prescription is chosen to be con-
sistent with the CDF analysis, which used a simulation of
WH ! ‘"b !b production with MH ¼ 150 GeV=c2 to esti-
mate the acceptance for the excess that they observes at
Mjj ¼ 144 GeV=c2. When probing other values of Mjj,
we use the acceptance obtained for WH ! ‘"b !b MC
events with MH ¼ Mjj þ 5 GeV=c2.
We use this Gaussian model to derive upper limits on the

cross section for a possible dijet resonance as a function of
dijet invariant mass using the CLs method with a negative

TABLE I. Yields determined following a #2 fit to the data, as
shown in Fig. 1. The total uncertainty includes the effect of
correlations between the individual contributions as determined
using the covariance matrix.

Electron channel Muon channel

Dibosons 434! 38 304! 25
W þ jets 5620! 500 3850! 290
Zþ jets 180! 42 350! 60
t!tþ single top 600! 69 363! 39
Multijet 932! 230 151! 69
Total predicted 7770! 170 5020! 130
Data 7763 5026
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FIG. 1 (color online). Dijet invariant mass summed over elec-
tron and muon channels after the fit without (a) and with
(b) subtraction of SM contributions other than that from the
SM diboson processes, along with the !1 s.d. systematic uncer-
tainty on all SM predictions. The #2 fit probability, Pð#2Þ, is
based on the residuals using data and MC statistical uncertain-
ties. Also shown is the relative size and shape for a model with a
Gaussian resonance with a production cross section of 4 pb at
Mjj ¼ 145 GeV=c2.

]2Dijet Mass [GeV/c

110 120 130 140 150 160 170

95
%

 C
.L

. U
pp

er
 L

im
it 

(p
b)

1

2

3

4

5 -1DØ, 4.3 fb 1 s.d.±Expected
2 s.d.±Expected

Observed
Expected

FIG. 2 (color online). Upper limits on the cross section (in pb)
at the 95% C.L. for a Gaussian signal in dijet invariant mass.
Shown are the limit expected using the background prediction,
the observed data, and the regions corresponding to a 1 and 2 s.d.
fluctuation of the backgrounds.
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NLO effects
CDF estimates their backgrounds using LO SMC programs 
(Alpgen+Pythia & Sherpa) normalized to (N)NLO or to the data

J. Campbell, A. Martin
& C. Williams have looked
at the same distribution at
parton level to study the
impact of NLO corrections
on differential distributions

Using the newly developed
tool, aMC@NLO, we addressed
the main background, W+2j,
at the NLOwPS level to see how well LOwPS or fixed order NLO 
describe this distribution
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Figure 2: NLO predictions for mjj using the “inclusive” CDF cuts

(two or more jets). The labelling is as in Fig. 1.

Process σLO [fb] σNLO [fb] Ratio (NLO/LO)

W + 2j 4984(8)+41%
−27%

5704(24)+9%
−13%

1.14

Z + 2j 213(1)+42%
−27%

236(2)+8%
−12%

1.11

WW (→ qq) 142.2(4)+8%
−7%

252.3(8)+8%
−6%

1.75

WZ(→ qq) 27.24(8)+9%
−8%

47.76(12)+8%
−7%

1.75

ZW (→ qq) 5.11(2)+10%
−9%

9.02(2)+9%
−7%

1.77

tt (fully-") 48.5(4)+46%
−28%

67.1(1)+4%
−11%

1.38

tt (semi-") 686.9(1)+45%
−29%

674.2(1)+3%
−11%

0.98

Single t (s) 25.92(4)+10%
−8%

41.68(4) +7%
−5%

1.61

Single t (t) 61.0(1)0%
−2% 59.8(1)+1%

−0%
0.98

Table II: LO and NLO predictions for cross sections using the “in-

clusive” CDF cuts (two or more jets). Uncertainties are calculated

and indicated in the same fashion as for Table I.

use a matched set of events, while the top backgrounds sim-

ply apply the parton shower to a single set of tree-level matrix

elements. For the parton shower, particles are formed into jets

using the midpoint cone algorithm (R = 0.4) via FastJet [27]
and we use the CTEQ6L PDF set [28].

We first compare the top distribution under the exclusive

and inclusive cuts (with pjT > 30 GeV) in Fig. 4. To best

compare the shapes we have adjusted the distribution obtained

from the parton shower such that theW peak is aligned with

the parton-level calculation, thus partially correcting for frag-

mentation and hadronisation effects. As expected from the

small corrections to the top processes at NLO, the normalisa-

tion of this background is in approximate agreement between

the two approaches. However the parton shower gives rise to

a somewhat different shape, particularly in the inclusive case

where the peak around 140 GeV is broadened.

The other crucial background process is W+ jets, for which

we compare the results fromMCFM and the parton shower in

Figure 3: NLO predictions for mjj using the “inclusive” CDF cuts

(two or more jets), with an increased jet threshold, pjT > 40 GeV.
The labeling is as in Fig. 1.

Process σLO [fb] σNLO [fb] Ratio (NLO/LO)

W + 2j 2568(4) 2784(16) 1.08

Z + 2j 104.6(8) 112(1) 1.07

WW (→ qq) 66.6(1) 131.4(4) 1.98

WZ(→ qq) 14.56(4) 27.96(8) 1.92

ZW (→ qq) 2.28(1) 4.56(2) 2.00

tt (fully-") 38.2(8) 53.92(8) 1.41

tt (semi-") 655.0(7) 642.2(7) 0.98

Single t (s) 19.44(4) 30.96(4) 1.59

Single t (t) 43.36(8) 42.20(8) 0.97

Table III: LO and NLO cross sections for the pjT > 40 inclusive final
state. Scales are set at µF = µR = 2mW .

Fig. 5. We present the NLO and showered results normalised

to their own cross sections so that we can compare the rel-

ative shapes. We observe that the change in the shape of the

NLO calculation as the scale is varied is small. The prediction

from the parton shower has a similar shape as the parton-level

results in the tail but differences appear at lower mjj . How-

ever this is precisely the region in which we would expect the

fixed order calculation to begin to break down and the parton

shower to be more reliable.

CONCLUSIONS

We have presented NLO predictions for cross sections and

dijet invariant mass distributions for one lepton, missing ET

and two jets at the Tevatron. We have used a variety of cuts,

including those used by the CDF collaboration who have re-

cently reported an excess in this distribution around 150 GeV.

By calculating the distribution of the invariant mass of the

dijets at NLO we have ruled out large NLO K-factors as a

Campbell, Martin, & 
Williams; arXiv:1105.4594
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pp ➞ Wjj
CDF/DØ analysis cuts

5

towards large pT ’s, one expects the bias due to generation cuts to decrease, regardless of

values of the pT cut used at the analysis level. This is in fact what we see. Still, a residual

dependence on generation cuts can be observed at relatively large pT ’s for looser analysis

cuts; this could in fact be anticipated, since the events used here are Wjj ones – hence,

the next-to-hardest jet will tend to have a transverse momentum as close as possible to

the analysis pT cut, and thus to the region affected by the generation bias in the case of

the looser analysis cuts. The dijet invariant mass, shown in the upper-right plot of fig. 1,

tells a slightly different story. Namely, the hard scale associated with this observable is not

in one-to-one correspondence with that used for imposing the analysis cuts, at variance

with the pT of the hardest jet discussed previously. Hence, the effects of the generation-

level cuts are more evenly distributed across the whole kinematical range considered, as

can be best seen from the lower inset. Essentially, the bias here amounts largely to a

normalization mismatch, which disappears when tightening the analysis cuts. Finally, the

∆R distribution, presented in the lower part of fig. 1, is representative of a case where both

shapes and normalization are biased. There is a trend towards larger biases at large ∆R,

which is understandable since this region receives the most significant contributions from

large-rapidity regions, where the transverse momenta tend to be relatively small and hence

closer to the bias region.

We conclude this section with some further comments on validation exercises. Firstly,

we started by testing the whole machinery in the simpler case of Wj production. Although,

as was discussed before, for this process generation cuts may be imposed on pT (W ), we

have chosen to require the presence of at least one jet with a transverse momentum larger

than a given value, so as to mimic the strategy followed in the Wjj case. Secondly, we have

checked that we obtain unbiased results by suitably changing the jet-cone size. Thirdly,

OPTIONAL we can exploit the fact that the starting scale of the shower is to some

extent arbitrary, and the dependence upon its value is very much reduced in the context

of an NLO-PSMC matched computation. As was discussed in ref. [29], in MC@NLO the

information on the starting scale is included in the MC counterterms, and the independence

of the physical results of its value constitutes a powerful check of a correct implementation.

We have verified that this is indeed the case.

3. Wjj production at the Tevatron

The hard events obtained with the generation cuts described above can be used to impose

the selection cuts used by the CDF collaboration [1]. The latter are as follows:

• minimal transverse energy for the lepton: ET (l) > 20 GeV;

• maximal pseudo rapidity for the lepton: |η(l)| < 1;

• minimal missing transverse energy: E/T > 25 GeV;

• minimal transverse W -boson mass: MT (lνl) > 30 GeV;

• jet definition: JetClu algorithm with 0.75 overlap and R = 0.4;

– 6 –

• minimal transverse jet energy: ET (j) > 30 GeV;

• maximal jet pseudo rapidity: |η(j)| < 2.4;

• minimal jet pair transverse momentum: pT (j1j2) > 40 GeV;

• minimal jet-lepton separation: ∆R(lj) > 0.52;

• minimal jet-missing energy separation: ∆φ(E/T j) > 0.4;

• hardest jets close in pseudorapidity: |∆η(j1j2)| < 2.5;

• jet veto: no third jet with ET (j) > 30 GeV and |η(j)| < 2.4;

• lepton isolation: transverse hadronic energy smaller than 10% of the lepton transverse

energy in a cone of R = 0.4 around the lepton.

These cuts (and their analogues in the D0 analysis [2]) are tighter than the pT = 25 GeV

analysis cut previously discussed. Since the latter was seen to give unbiased results in

the central rapidity regions relevant here, we deem our approach safe. To simplify the

analysis slightly, we have used the MC truth to determine which charged lepton (if more

than one) emerges from the hard subprocess (i.e., can be interpreted as due to the decay

of a W boson); in the case of present process (i.e., without the contamination of the Zjj

background) this is essentially what one would have obtained anyhow by demanding the

charged lepton to be hard, central, and isolated. We have not included the simulation of the

underlying event in our predictions. The cuts reported above (which we dub “exclusive”)

have also been slightly relaxed by CDF (see [30]), by accepting events with three jets or

more in the central and hard region – we call these cuts “inclusive”.

Figure 2: Invariant mass of the pair of the two hardest jets, with CDF/D0 exclusive (left panel)
and inclusive (right panel) cuts. See the text for details.

In addition to the aMC@NLO predictions, we have also performed parton-level LO and

NLO computations, and showered events obtained by unweighting LO matrix elements as

well (we call the corresponding result aMC@LO). As is well known, the latter case requires

– 7 –
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The aMC@NLO code

6

MadGraph MadFKS

MadLoop
(CutTools) MC@NLO

aMC@NLO

http://amcatnlo.cern.ch

http://amcatnlo.cern.ch
http://amcatnlo.cern.ch
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Computational 
challenge

This is the first time that such a process with so many scales 
and possible (IR) divergences is matched to a parton shower at 
NLO accuracy*

Start with W+1j production to validate processes which need 
cuts at the matrix-element level

To check the insensitivity to this cut:

generate a couple of event samples with different cuts and 
show that the distributions after analysis cuts are statistically 
equivalent

7

* Recently also the following have been studied at the NLO+PS accuracy
• Wjj & Wjjj [Hoeche, Krauss, Schonherr & Siegert, arXiv:1201.5882]
• Zjj [Re arXiv:1204.5433]
• Hjj [Campbell, Ellis, RF, Nason, Oleari, Williams arXiv:1202.5457]
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pp ➞ Wj
For W+1j the easiest cut would 
be in on the pT of the W boson

However, for validation purposes 
it is more appropriate to apply 
this cut on the jet instead 
(because that is what we’ll be 
doing in W+2j ). Same at LO, 
but different at NLO

Different cuts at generation level 
yield the same distributions at 
analysis level if the analysis level 
cut is 3-4 times larger

p

p
j

W l
ν
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pp ➞ Wjj Set-up
Two event samples with 5 GeV and 10 GeV pT cuts on the jets at 
generation level, respectively, each with 10 million unweighted events

Renormalization and factorization scales equal to µR = µF = HT/2
               2µR = 2µF = HT = √( pT,lν2 + mlν2 ) + ∑ |pT,i|
where sum is over the 2 or 3 partons (at the matrix element level)

Jets are defined with anti-kT and R=0.4

MSTW2008(N)LO PDF set for the (N)LO predictions (with αs(mZ) 
from PDF set using (2)1-loop running)

mW = 80.419 GeV,
GF = 1.16639·10-5 GeV-2,
α-1 = 132.507,
ΓW = 2.0476 GeV

9

[RF, Frixione, Hirschi, Maltoni, Pittau, Torrielli (2011)]
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pp ➞ Wjj
Validation

The two generation level 
cuts agree for high enough 
momenta (or harder 
analysis cuts)

Good agreement with 
(N)LO, slight difference in 
shape

Tails have low statistics, in 
particular for the 5 GeV 
generation cuts
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Figure 1: Transverse momentum of the hardest jet (upper left plot), transverse momentum of
the third-hardest jet (upper right plot), invariant mass of the pair of the two hardest jets (lower
left plot), and distance between the two hardest jets in the η − ϕ plane (lower right plot), in Wjj
events and as predicted by aMC@NLO (histograms), and with parton-level NLO computations
(symbols). See the text for details.

10, 25, and 50 GeV; these conditions will be called analysis cuts henceforth. We finally

check that the tighter the analysis cuts, the smaller the difference between the results

obtained with the two generation cuts.

As an example of the outcome of this exercise, we present in fig. 1 the transverse

momentum of the hardest jet, the dijet invariant mass, and the ∆R separation between

the two hardest jets. In the main frame of each plot there are six histograms: the three solid

ones correspond to generation cuts pT = 5 GeV, while the three dashed ones correspond

to generation cuts pT = 10 GeV. The upper (red), middle (blue), and lower (green) pairs

of histograms are obtained with the analysis cuts pT = 10, 25, and 50 GeV respectively.

The lower insets display three curves, obtained by taking the ratios of the pT = 5 GeV

generation-cut results over the pT = 10 GeV generation-cut results, for the three given

analysis cuts (in other words, these are the ratios of the solid over the dashed histograms).

from the shower.

– 5 –
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pp ➞ Wjj
Validation - II

Dijet invariant mass

For analysis cuts larger 
than 25 GeV the two 
event samples coincide 
(except for the very low 
mass region)

For smaller analysis cuts 
the bias is flat in this 
distribution

11Figure 1: Transverse momentum of the hardest jet (upper left plot), transverse momentum of
the third-hardest jet (upper right plot), invariant mass of the pair of the two hardest jets (lower
left plot), and distance between the two hardest jets in the η − ϕ plane (lower right plot), in Wjj
events and as predicted by aMC@NLO (histograms), and with parton-level NLO computations
(symbols). See the text for details.

10, 25, and 50 GeV; these conditions will be called analysis cuts henceforth. We finally

check that the tighter the analysis cuts, the smaller the difference between the results

obtained with the two generation cuts.

As an example of the outcome of this exercise, we present in fig. 1 the transverse

momentum of the hardest jet, the dijet invariant mass, and the ∆R separation between

the two hardest jets. In the main frame of each plot there are six histograms: the three solid

ones correspond to generation cuts pT = 5 GeV, while the three dashed ones correspond

to generation cuts pT = 10 GeV. The upper (red), middle (blue), and lower (green) pairs

of histograms are obtained with the analysis cuts pT = 10, 25, and 50 GeV respectively.

The lower insets display three curves, obtained by taking the ratios of the pT = 5 GeV

generation-cut results over the pT = 10 GeV generation-cut results, for the three given

analysis cuts (in other words, these are the ratios of the solid over the dashed histograms).

from the shower.

– 5 –
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pp ➞ Wjj
Validation - III

Distance between the jets

A small bias remains at 25 
GeV analysis in the tail of 
the distribution, but 
reduced a lot from lower 
cuts analysis cuts

5 GeV sample probably 
ok, 10 GeV gen. cut is 
a bit too hard

Of all distributions we 
have looked at, this one 
shows the largest bias due 
to generation cut

12Figure 1: Transverse momentum of the hardest jet (upper left plot), transverse momentum of
the third-hardest jet (upper right plot), invariant mass of the pair of the two hardest jets (lower
left plot), and distance between the two hardest jets in the η − ϕ plane (lower right plot), in Wjj
events and as predicted by aMC@NLO (histograms), and with parton-level NLO computations
(symbols). See the text for details.

10, 25, and 50 GeV; these conditions will be called analysis cuts henceforth. We finally

check that the tighter the analysis cuts, the smaller the difference between the results

obtained with the two generation cuts.

As an example of the outcome of this exercise, we present in fig. 1 the transverse

momentum of the hardest jet, the dijet invariant mass, and the ∆R separation between

the two hardest jets. In the main frame of each plot there are six histograms: the three solid

ones correspond to generation cuts pT = 5 GeV, while the three dashed ones correspond

to generation cuts pT = 10 GeV. The upper (red), middle (blue), and lower (green) pairs

of histograms are obtained with the analysis cuts pT = 10, 25, and 50 GeV respectively.

The lower insets display three curves, obtained by taking the ratios of the pT = 5 GeV

generation-cut results over the pT = 10 GeV generation-cut results, for the three given

analysis cuts (in other words, these are the ratios of the solid over the dashed histograms).

from the shower.

– 5 –
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pp ➞ Wjj
CDF/DØ analysis cuts

To slightly simplify the 
analysis, the MC truth is 
used to assign the lepton to 
the W-boson decay

Only W+ events (simply a 
factor 2 for ppbar collisions)

No underlying event

13

towards large pT ’s, one expects the bias due to generation cuts to decrease, regardless of

values of the pT cut used at the analysis level. This is in fact what we see. Still, a residual

dependence on generation cuts can be observed at relatively large pT ’s for looser analysis

cuts; this could in fact be anticipated, since the events used here are Wjj ones – hence,

the next-to-hardest jet will tend to have a transverse momentum as close as possible to

the analysis pT cut, and thus to the region affected by the generation bias in the case of

the looser analysis cuts. The dijet invariant mass, shown in the upper-right plot of fig. 1,

tells a slightly different story. Namely, the hard scale associated with this observable is not

in one-to-one correspondence with that used for imposing the analysis cuts, at variance

with the pT of the hardest jet discussed previously. Hence, the effects of the generation-

level cuts are more evenly distributed across the whole kinematical range considered, as

can be best seen from the lower inset. Essentially, the bias here amounts largely to a

normalization mismatch, which disappears when tightening the analysis cuts. Finally, the

∆R distribution, presented in the lower part of fig. 1, is representative of a case where both

shapes and normalization are biased. There is a trend towards larger biases at large ∆R,

which is understandable since this region receives the most significant contributions from

large-rapidity regions, where the transverse momenta tend to be relatively small and hence

closer to the bias region.

We conclude this section with some further comments on validation exercises. Firstly,

we started by testing the whole machinery in the simpler case of Wj production. Although,

as was discussed before, for this process generation cuts may be imposed on pT (W ), we

have chosen to require the presence of at least one jet with a transverse momentum larger

than a given value, so as to mimic the strategy followed in the Wjj case. Secondly, we have

checked that we obtain unbiased results by suitably changing the jet-cone size. Thirdly,

OPTIONAL we can exploit the fact that the starting scale of the shower is to some

extent arbitrary, and the dependence upon its value is very much reduced in the context

of an NLO-PSMC matched computation. As was discussed in ref. [29], in MC@NLO the

information on the starting scale is included in the MC counterterms, and the independence

of the physical results of its value constitutes a powerful check of a correct implementation.

We have verified that this is indeed the case.

3. Wjj production at the Tevatron

The hard events obtained with the generation cuts described above can be used to impose

the selection cuts used by the CDF collaboration [1]. The latter are as follows:

• minimal transverse energy for the lepton: ET (l) > 20 GeV;

• maximal pseudo rapidity for the lepton: |η(l)| < 1;

• minimal missing transverse energy: E/T > 25 GeV;

• minimal transverse W -boson mass: MT (lνl) > 30 GeV;

• jet definition: JetClu algorithm with 0.75 overlap and R = 0.4;
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• minimal transverse jet energy: ET (j) > 30 GeV;

• maximal jet pseudo rapidity: |η(j)| < 2.4;

• minimal jet pair transverse momentum: pT (j1j2) > 40 GeV;

• minimal jet-lepton separation: ∆R(lj) > 0.52;

• minimal jet-missing energy separation: ∆φ(E/T j) > 0.4;

• hardest jets close in pseudorapidity: |∆η(j1j2)| < 2.5;

• jet veto: no third jet with ET (j) > 30 GeV and |η(j)| < 2.4;

• lepton isolation: transverse hadronic energy smaller than 10% of the lepton transverse

energy in a cone of R = 0.4 around the lepton.

These cuts (and their analogues in the D0 analysis [2]) are tighter than the pT = 25 GeV

analysis cut previously discussed. Since the latter was seen to give unbiased results in

the central rapidity regions relevant here, we deem our approach safe. To simplify the

analysis slightly, we have used the MC truth to determine which charged lepton (if more

than one) emerges from the hard subprocess (i.e., can be interpreted as due to the decay

of a W boson); in the case of present process (i.e., without the contamination of the Zjj

background) this is essentially what one would have obtained anyhow by demanding the

charged lepton to be hard, central, and isolated. We have not included the simulation of the

underlying event in our predictions. The cuts reported above (which we dub “exclusive”)

have also been slightly relaxed by CDF (see [30]), by accepting events with three jets or

more in the central and hard region – we call these cuts “inclusive”.

Figure 2: Invariant mass of the pair of the two hardest jets, with CDF/D0 exclusive (left panel)
and inclusive (right panel) cuts. See the text for details.

In addition to the aMC@NLO predictions, we have also performed parton-level LO and

NLO computations, and showered events obtained by unweighting LO matrix elements as

well (we call the corresponding result aMC@LO). As is well known, the latter case requires

– 7 –
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Figure 2: Invariant mass of the pair of the two hardest jets, with CDF/D0 exclusive cuts. See the
text for details.

In addition to the aMC@NLO predictions, we have performed parton-level LO and

NLO computations. Finally, we have showered events obtained by unweighting LO matrix

elements as well. As is well known, the latter case is potentially plagued by severe double-

counting effects which, although formally affecting perturbative coefficients of order higher

than leading, can be numerically dominant. We have indeed found that this is the case

for the cuts considered here: predictions obtained with generation cuts pT = 5 GeV and

pT =10 GeV differ by 30% or larger for total rates (shapes are in general better agreement),

even for the analysis cut of pT = 50 GeV. We have therefore opted for using a matched

LO sample, which we have obtained with Alpgen [33] interfaced to HERWIG through the

MLM prescription [5]. In order to do this, we have generated W + n parton events, with

n = 1, 2, 3. The dominant contribution to Wjj observables is due to the n = 2 sample,

but that of n = 3 is not negligible. The size of the n = 1 contribution is always small,

and rapidly decreasing with dijet invariant masses; it is thus fully safe not to consider

W + 0 parton events.

In figs. 2 and 3 we present our predictions for the invariant mass of the pair of the

two hardest jets with exclusive and inclusive cuts, respectively. The three histograms in

the main frames are the aMC@NLO (solid red), Alpgen+MLM (dashed blue), and NLO

parton level (green symbols) predictions. The two NLO-based results are obtained with

the pT =10 GeV generation cuts. The Alpgen+MLM curves have been rescaled to be as

close as possible to the NLO ones, since their role is that of providing a prediction for the
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Figure 3: Invariant mass of the pair of the two hardest jets, with CDF/D0 inclusive cuts. See the
text for details.

shapes, but not for the rates (incidentally, this is also what is done in the experimental

analyses when control samples are not available). The upper insets show the ratios of the

Alpgen+MLM and NLO results over the aMC@NLO ones. The middle insets display the

fractional scale (dashed red) and PDF (solid black) uncertainties given by aMC@NLO,

computed with the reweighting technique described in ref. [34]. The lower insets show the

ratios of the aMC@NLO results obtained with the two generation cuts, and imply that

indeed there is no bias due to generation cuts. We have also checked that removing the

lepton isolation cut does not change the pattern of the plots, all results moving consistently

upwards by a very small amount.

By inspection of figs. 2 and 3, we can conclude that the three predictions agree

rather well, and are actually strictly equivalent, when the theoretical uncertainties af-

fecting aMC@NLO are taken into account (i.e., it is not even necessary to consider those

relevant to Alpgen+MLM and parton-level NLO). This is quite remarkable, also in view of

the fact that the dominant contribution to the latter, the scale dependence, amounts to a

mere (+10%,−15%) effect. We have verified that such a dependence is in agreement with

that predicted by MCFM [35].

In spite of their being not significant for the comparison with data, it is perhaps inter-

esting to speculate on the tiny differences between the central aMC@NLO, Alpgen+MLM,

and NLO predictions. The total rates given by aMC@NLO and NLO are close but not

identical; this is normal, and is a consequence of the fact that the kinematical distribu-
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Conclusions

The NLO effects on the shape of the di-jet invariant mass 
distribution (in association with a W-boson) are small and 
cannot explain the excess observed by CDF

These results are obtained with the aMC@NLO package, 
which allows for event generation at NLO accuracy (NLO+PS) 
in a completely automated way

aMC@NLO is being rewritten within the MadGraph v5 
framework and is going to be made public soon

NLO event files and latest news available from the aMC@NLO 
website
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