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Collaboration News 
•  Elections: 2 Management Board Members 

– R. Nania  (Bologna, Italy) and G. Marinez  (Nantes, France) 

• New Institutes Applying 

–  Suranaree University of Technology (SUT) (Thailand)    ‘associate member’    

 Computing / Physics 

–  Talca University (Chile) ‘associate member’     Computing 

– U. Frankfurt Institut fur Informatik,Fachbereich Informatik und Mathematik to 

replace KIP – Heidelberg (transfer of group) 

•  Ongoing Discussions 

– Comsats (Pakistan): move to full member from associate member     Physics, 

ITS upgrade 

– KISTI (Korea) : move to full member from associate member   Computing  

– Pinstech (Pakistan) :‘associate member status’,            Physics, Computing 

– Egypt (initially via JINR),                                                                         

• UK Funding 

– Just after last RRB  new grant  to continue participation in ALICE 

• Organization 

– Physics Board being restructured: PWGs go from 4 to 8, to ensure a more 

effective steering of the many analysis activities 

 

* 



Korean Participation in ALICE 

• Participating Groups: 

–  Gangnung-Wonju National University: 

• TOF assembly & commissioning, Muon arm operation, physics  

–  Sejong: 

• Grid computing, physics 

–  Yonsei: 

• TRD assembly and commissioning, physics 

–  Pusan (replacing Pohang) 

• HMPID R&D and operation, physics 

 

–  Kisti:  (associate member) since Nov 2010 

• ALICE-Korea GRID computing center 

• Korea is a major player in ALICE!  
 

Activity Report by Prof. In-Kwon Yoo  



2012 M&O 

Budget for Korea  

10 scientists: 127 kCHF 



TOF: 48K CHF 

MUON Trigger: 5K CHF 



Detector Status 

• In 2010 ALICE took p-p Minimum Bias data at around 
15kHz interaction rate (L ~ 2x1029). 

• In 2011 we switched to rare triggers and increased rates up 
to 150kHz (L ~ 2x1030) i.e.  >10 pileup events in the 
TPC. ALICE operation has been remarkably stable at this 
rate. 

• Few issues still open 
– SPD cooling problem that forces us to switch off a significant 

fraction of the detector. 
• need to wait for the long shutdown for major intervention (being 

planned and prepared) 

– TPC wire chamber trips and related channel loss.  
• This problem is understood and currently ‘cured’ by lowering the gas 

gain and limiting the total rate to 200kHz. This will be fixed in the 
coming winter shutdown by modifying the HV capacitors which should 
allow the TPC to operate at nominal gain and significantly higher rates. 



ALICE 2011 running 
• Short (35 hours) pp run at 2.76 TeV to collect  > 50 M events for 

reference at the same c.m. energy as the Pb runs: collected 74 M 

minimum bias events and 10 M of rare triggers (Muon, EMCAL: 18 nb-1) 
 

• pp  at 7 TeV: add to  integrated luminosity for comparison with the ~ 40 

mb-1 foreseen in the 2010- 2011 Pb runs       (more will be needed for the 

comparison of the future High-Luminosity HI runs)  

– Complete original goal of ~ 109 events min bias (about half was taken in 

2010) at 10 kHz 

– Collect at least ~ 2 pb-1 for rare triggers                                                                             

(hard processes scale as Ncoll ~ A2 )  

• 10% dead time (100 Hz trig rate) 

 ~ 20 nb-1/day (daily stat  ~ total 2010) 

 2 pb-1 in 100 days 

 Triggers: dimuon, high-pT single muon, EMCAL, PHOS, diffractive                                                  
+ small percentage of  MB  

 

• Second PbPb run in the fall, with increased luminosity  (3 to 5 times 

2010) 
 

• In preparation for the Pb run, validating HLT data reduction (store only 

reconstructed clusters in the TPC ) 

P 

Ongoing now: 
Recorded ~2.2 pb-1 

with EMCAL trigger, 
~2.4 pb-1 with unlike 
sign dimuon trigger 

Very 

Successfu

l,  great 

LHC 

operation: 

Thanks! 



Aim: collect at least  
•500 M min bias events to reach the 
 original goal of 109  events 
 (double 2010 min bias statistics) 
 

• >10 pb-1 (2011+2012) rare triggers 
 (jets, muons, photons) 
 for the comparison with PbPb 

Current status:   
•Minimum bias program completed: 
 > 500 M events recorded before the summer  
 

•Rare triggers: 
• > 2.0 pb-1 EMCAL, dimuon (opposite sign) 
 (jets, muons, photons) 
•PHOS trigger data taking started 
•> 5M cosmic events 
 

•Background level very high since LHC operation with 1380 bunches, serious impact on 
the data taking efficiency 
•After last technical stop ( end of September) worse situation 
•Higher beam intensity + reversed ALICE solenoid polarity  
•High background correlated with poor vacuum actively investigated by the 
machine/vacuum group 
 

•Luminosity measurement based on T0 detector in operation (insensitive to background) 
•Refined background measurement available in TIMBER   



•Plan: 
 

• 15 more days of pp physics 
• Increase rare triggers statistics 
• Investigate high background 
 
 
 

• Prepare experiment for PbPb: 
 

• Complete commissioning of the trigger   
• Complete commissioning/validation of HLT  
• Stress test of DAQ/HLT with/without beam 
• Optimize detector parameters (TPC tail cancellation, MEB, V0 setting, etc.)  



Short term: the Heavy Ion Run  

90m finish align 

data in ADJUST 
loss maps +optics 

25 ns 

90 m 

Pileup 

90m 

VdM 

3h stable beams pp IR2 aperture, * = 1.5m, 1m 

moved to week 43. 
Sun 30 oct = physics day, 
MD=31Oct-4 Nov 

VdM: only one block. 

if loss maps done then Thu 20 
oct, else 25 oct  

25 ns 



Plan for the PbPb run 

• 500 – 1000 Hz hadronic rate 

• 30 – 60 /µb for rare triggers        
(~10 – 20 x 2010) 

• 10% dead time to centrality 
triggers  → 100 Hz                      

• 10% dead time to rare 
triggers 

HLT during September Technical Stop: 

•HW  upgrades (increase max rate) 32 → 64 GPU, 10 → 28 DDL 

•Final software configuration (commissioned with PbPb 2010 data)   

•Will be commissioned with pp events 

~10 GB/s peak data rate 

~ 4 GB/s available bandwidth 

 HLT Compression 



2010: Data Acquisition and processing 

DAQ Performance 

Peaks up to 2.5 GB/s   
    

p+p Pb+Pb 

RAW data: 

  2.3 PB RAW@CERN, 0.9 PB Pb+Pb 

  fully replicated to 6 T1s 

 

Event processing: 

  ~1 billion p+p, 60 million Pb+Pb events  

  ~1 billion MC events 



Computing: Resources usage 
ALICE has ~ 15-16k job slots,  
consistent  with average use. 
Excellent stability of the central 
GRID services.  Dips: occasional 
fluctuations in the workload due to 
job dependencies and data 
availability for analysis, and to the 
fluctuations in the centre’s 
availability. Peaks: opportunistic 
use of free resources for which our 
system is particularly efficient. 

Grid power – 
computing centres 

contribution 
62 T2s, 6T1s, 20K CPU cores 

running in parallel 

10PB of disk and tape storage… 

expanding! (thanks Funding 

Agencies..) 



Computing in Korea 

• T2@KISTI: 300 CPU + 50 TB (since 3 

years) 

 

• T1@KISTI: 1000 CPU + 1 PB (in operation 

since one month) + mass storage 



Physics 
Results 

• Physics publications: 

– 14 published 

– 1 accepted 

– 2 submitted 

– 4 in final coll review 

– 25  in various review stages 

– many more in preparation.. 

• Considerable impact! 

– 1 > 100 citations 

– 6 more > 50 citations 

 



The ALICE program 
Core Business: PbPb 

Study the properties of strongly interacting matter under extreme conditions of 
temperature and density.  

Understand confinement, by producing and studying in the lab a deconfined 
plasma of quark and gluons (QGP) 
Understand evolution of matter from the hot and dense deconfined phase 
towards ordinary hadrons (analogous to the early Universe evolution) 

pp 
–  Collect ‘comparison data’ for heavy ion program  

•  many observables measured ‘relative’ to pp 

–  Comprehensive study of MB@LHC 
• tuning of Monte Carlo (background to BSM) 

–  Soft & semi-hard QCD 
• very complementary to other LHC experiments 
• address specific issues of QCD 

–  Very high multiplicity pp events 
• dNch/dh comparable to the one in HI => mini-plasma ? 

pA  
 - Essential for the interpretation of PbPb data (shadowing, cold nuclear matter 

effects)  
  => a feasibility test will be performed at the beginning of the Pb period this fall, a full 

run possibly in 2012 
 

 



Outlook of ALICE HI runs until 2020 
• 2011 

– PbPb at higher luminosity (~1.4x1026 cm-2s-1)  sNN = 2.76 TeV 

– Feasibility test for pPb running 

• 2012 
– Either pPb/Pbp or further PbPb running 

• 2013 
– Shutdown, relocation of collimators  

• 2014 
– PbPb at higher luminosity and top energy sNN  = 5.5 TeV 

• 2015 
– Continue PbPb at top energy to get to at least 1 nb-1 

• 2016 
– Dep. on outcome and integrated lumi of runs in 2014/15 further running of PbPb or pPb 

• 2017 
– Shutdown; installation of dispersion suppressor collimator at IP2 (if not done previously) 

• 2018 
– PbPb at luminosity >5x1026 cm-2s-1 at top energy sNN  = 5.5 TeV 

• 2019 
– Physics with pPb 

• 2020 
– Physics with ArAr at very high luminosity (up to 1029 cm-2s-1) 

• 2021 
– Shutdown 

• 2022+ … 

Evolving, adapting to 
changes in overall LHC plan 



A taste of the  
ongoing work... 

Jets triggered with EMCAL 

Y 

J/y 



ALICE special: Particle Identification 

  ‘stable’ hadrons (p, K, p): 100 MeV/c < p < 5 GeV/c   (several 10 GeV/c) 
  dE/dx in silicon (ITS) and gas (TPC)  + time-of-flight (TOF) + Cherenkov (HMPID) 

 decay topologies (K, LWD) 
  K and L decays beyond 10 GeV/c 

  leptons (e, m), photons, p0 hw 
  electrons TRD: p > 1 GeV, muons: p > 5 GeV, photons, p0 in PHOS, EMCAL: 1 < p 

<  80 GeV 

PHOS, EMCAL 



A few examples… 

TPC dE/dx 

ITS Silicon Drift/Strip dE/dx 

Ω   ΛΚ 

TOF 



p0 reconstruction 
in Pb-Pb 

p0 
 gg in PHOS: 

p0 
 gg in EMCAL: 

p0 
 gg -> e+e- e+e- TPC: 
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Particle production…  After 

K+K-S*
Lp

WLKK*
KpXLp 

2.4 < pt < 3.0 GeV/c 

S(1385)± 

ALICE 
Performance 

L(1520) 

ALICE 
Performance 

pp analysis 
 progress continues (Open Charm, J/y

polarizationJ/yvs. multiplicity, event 
shape, multistrange baryon and several 
more  papers are being finalized) 

 A few examples…   
 

 Heavy flavor production via 
semi-leptonic decays 



Selected pp 
results   

at 7 and 2.76 
TeV 

7 TeV 

2.76 TeV 

       J/y  4 LHC experiments 

ATLAS 

LHCb 

CMS 

ALICEmm

ALICE e+e- 

 J/y  rapidity distribution 

       Multi strange particle 
production 



Some of the latest 
(since June SPC)  

pp results 

Ds cross section joins D0, D+, D* 

Unique measurement 
down to 1.3 GeV/c  
at y=0 at LHC 

BJ/yee at |y|<0.9 



ALICE PbPb results 

1. Five papers submitted before Christmas (have already 
collected 320 citations) establishing the general 
features of the high-density strongly interacting 
matter created at the LHC 

 

2. Quark Matter (end of May, reference conference for 
Heavy-Ion Physics): 41 presentations, over 70 posters. 
First overview of results. Raised very strong interest 

 

3.  Now:  going to details, and working on transforming 
the preliminary results shown at QM into final ones 
and publish in journals. Ongoing process, one paper 
published (higher harmonics of anisotropic flow), two 
will be submitted this week, many more in 
preparation 
 



• Energy density from dNch/dη 
– dNch/dη = 1599 ± 4 (stat.) ± 80 

(syst.)  
– constrains / rules out models 
– 100 times cold nuclear matter density  
– 3 times the density reached at RHIC  

(ε ≈ 15 GeV/fm3) 

- Freeze-out volume 
300 fm3 

- 2 times the volume 
measured at RHIC 
(AuAu@200 GeV) 

- Lifetime until  
freeze-out 10 fm/c 

Characteristics of Central Pb+Pb Collisions at 2.76 TeV 

• Volume and lifetime from HBT 
interferometry 

Volume Lifetime 



Anisotropic Transverse Flow 

Initial spatial anisotropy 

py 

py 


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2 (elliptic flow) 

Final momentum anisotropy 
reflected in azimuthal distribution 

 Smooth matter distribution in the colliding 
nuclei 

•Yn=YRP 

• v2n+1 = 0 by symmetry  
 Fluctuations in the matter distribution  

→ event by event fluctuations of the plane 
of symmetry around YRP 

→ non negligible odd harmonics 
 v3,v5,.. magnitude regulated by shear viscosity 
to entropy density ratio (h/s) 

yRP 

y2 

y3 



Elliptic Flow v2: going to details 

 Non-Flow corrections

Several methods to assess (and correct for) non-flow 

PID flow: 

- p and p are 'pushed' further compared to RHIC 
 ≈ expected from hydro, but even stronger radial flow 
(see spectra) 

v2 no eta gap between particles 

v2 |h|>1 

both v2 corrected for remaining non-flow 
(Hijing or scaled pp) 

 Flow of identified particles :p/K/p v2

RHIC 

Several methods to assess (and correct for) 
non-flow 

PID flow: 

- p and p are 'pushed' further compared to RHIC 

 ≈ expected from hydro, but even stronger radial 

flow (see spectra) 

- quark scaling no longer holds at lower pT 
(hadrons flow!) 

 Quark Scaling v2/nq

Hydro predictions 

https://aliceinfo.cern.ch/Figure/sites/aliceinfo.cern.ch.Figure/files/Figures/snelling/2011-May-15-v2_all.gif
https://aliceinfo.cern.ch/Figure/sites/aliceinfo.cern.ch.Figure/files/Figures/mkrzewic/2011-May-17-newfigure3PHENIX1mm.gif
https://aliceinfo.cern.ch/Figure/sites/aliceinfo.cern.ch.Figure/files/Figures/mkrzewic/2011-May-17-compareALICEv2TheoryETscaled10201mm.gif


Higher Order Flow v3,v4,.. 
PRL 107 (2011) 032301  

v2 

v3{2} = <cos(3(1-2))> 

22

22

}4{

}2{

nnn

nnn

vv

vv





-

++

v3{4}   4 particle cumulant  

v3   relative to reaction & participant planes 

v4{2} = <cos(4(1-2))> 

V3: 
small dependence on centrality 

v3{4} > 0 => not non-flow 

v3{4} < v3{2} => geometry fluctuations ! 
v3{YRP} ≈ 0 => Y3 indep. fluctuations w.r.t. YRP 



Di-Hadron Correlations 

Two-particle correlations  

 - conditional [per-trigger] yields 

 and 

At Low-pT : 

Ridge 

Hydrodynamics, flow 

 
At High-pT : 

Quenching/suppression, broadening 

 
Powerful instrument to study system characteristics,  
including Jet Quenching (recoil jet suppression) 

Azimuthal 
Correlation 
~ 180 deg 

Leading 

particle 



Flow & 2 Particle Correlations 

Clean double hump (aka 'Mach Cone') appears for ultra-central 

(without any flow subtraction !) 

Full correlation structure described by Fourier Coefficients v1,v2, v3, v4,v5     (for |h|>0.8) 

v3 very visible, indeed, v3 ≈ v2 for very central 
'Mach Cone' & 'Near Side Ridge' shapes evolve smooth with magnitude of v2 and v3 

 2 Particle correlation C(DhD) 

 Projection on DforDh> 0.8  

'Near Side Ridge' 
broad away side structure 

v2 v3 

  

v1+v2+v3+v4+v5 



Charm RAA: Strong Suppression 

Qualitative expectation: RAA Charm > RAA Mesons 
- DE gluon > DE quark (Casimir factor) 
- DE massless parton >  DE massive quark ('dead  cone') 

Needs quantitative comparison with quenching calculations 

- RAA prompt charm ≈ RAA pions 
- Hint of  RAA charm > RAA p for pT < 5 GeV/c ? 

(p+ + p-) RAA  

 D0→ Kp

 D+→ Kpp



J/y Suppression 

Surprisingly (?) : less suppression than RHIC ! 
RCP(ALICE/ATLAS): suppression stronger at high pT  ?? 

Caveats: 
- J/y  (B) ≈10% (LHCb) => RAA(prompt)  lower by ≈ 0.05 
- compare to Phenix e+e- ? => less difference, still significant 
- shadowing(LHC) > shadowing(RHIC) ? => RAA goes up ? 
- cold nuclear matter suppression ? 

Phenixmm

 RAA 

ATLAS 

 RCP 

shadowing range 



Anti Nuclei: Anti-Alpha Candidates in Pb-Pb 

Time of flight (sensitive to m/z-ratio):  

Three candidates 
unambiguously 
confirmed by   
TOF analysis 

ALICE 
performance 

ALICE 
performance 



LHC11f 

13Tb... 

Data taking  

According to  

schedule  

• LHC11a – Pass1 

 
• 2.76TeV – Pass3 

 

• LHC11b – Pass1 
 

• LHC11c – Pass1  
 

• LHC11d – Pass1 

 
• LHC11e - Pass1 

 
• LHC11f - Pass1 (current period)   

 

• LHC10b – Pass3 
 

• LHC10c – Pass3    

RAW data 

processing 

proceeds 

successfully 
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Very good usage of 

opportunistic resources 

ALICE Grid is used by all ALICE users even for tests or short jobs garantees 

uniformity and reproducibility of results.  

QM2011 

APW2011 SQM2011 

W
L

C
G

 r
e

p
o

rt
e

d
 e

ff
ic

ie
n
c
y
 GRID jobs efficiency: 

• Nominal GRID efficiency for 

central productions 

(Reconstruction passes, 

Analysis Trains and MC 

productions) 

• User jobs are below 

nominal efficiency on 

average  



OUTLOOK 



Detailed plan for HI 



Mar

Wk 49 50 4 5 6 7 8 9 10

Mo 5 12 19 2 23 30 6 13 20 27 5

Tu

We

Th

Fr

Sa

Su

Dec Jan

3

Xmas Day NY Day

16

51 52 1 2

26 9

Feb

Close L3 

Open L3 

Legend

Open/close Experiment

TRD

EMCal

Contingency

3-4 modules + 1-2 

counterweights 
2 x 1/3 modules 

The Winter shutdown 

13 weeks (11 last year): 

• 3 to 4 TRD modules 

• 2 1/3 EMCal modules 

+, on the machine side, modification of the beam pipe in the 

ZDC area and relocation of collimators  



ALICE Upgrades 
 

• ALICE has evolved considerably from its Technical Proposal, 
in particular: 
–  the TRD has been approved much later than the other central 

detectors  
• 7/18 installed 
• 3 more in winter 2010/2011  
• complete by 2012 

–  a new EMCAL calorimeter (very important for jet-quenching) has 
been added recently 

• US project, with French and Italian (+ China and Japan for DCAL) 
involvement. 

• 4 SM installed in 2009 out of 11 
• Complete in winter shutdown 2010/2011 
• Further 6 SM on opposite side in phi (DCAL) approved in 2010 
• DCAL Complete by 2012, installed in 2013 

• These additions have been handled through specific MoU 
addenda with the proponents of the projects  

 



Upgrade projects  
Detector Upgrades for >= 2013.         Objectives: 

 Extend the Physics reach (independent  on L   ) 

Improve the rate capability (in view of higher AA L   )  

• High rate upgrade: 
– increase rate capability of TPC (faster gas, increased R/O speed) 

 rare hard probes (Υ, g-jet, …) 

• DAQ, TRIGGER  & HLT upgrades: 
 more bandwidth, more sophisticated and selective triggers 

• Particle ID upgrade:  
– extend to pT range for track-by-track identification to O(20) GeV/c  

 new physics interest, based on RHIC results 

• Forward upgrades (probably to be split into 2 phases):  
– new detectors for forward physics (tracking & calorimetry) 

 low-x in pA, AA 

 Extend ALICE coverage for diffractive Physics 

• Inner Tracking upgrade:  
– 2nd generation vertex detector (closer to beams, extended acceptance, capabilities) 

 heavy flavour baryons, fully reconstructed B, … 

 

 

 



Upgrade Timeline 

• approved detector upgrades 

– EMCal (jet-quenching, completed), TRD (electron ID 
for heavy flavor, to be completed by 2012), DCAL (di-
jets, to be completed in 2013) 

• upgrade of rate capabilities (≥ 2012) 

– TPC (faster gas, readout), DAQ/trigger/HLT (increase 
bandwidth) 

• major projects: ITS, MFT, VHMPID, FoCal (Phase 
1) 

– diffraction, PHOS, other EMCal upgrades?  

 



Upgrade Timeline (contd.) 

• phase 1 upgrades (to be installed in LS 2017/18):  

– ITS: improve sec. vertex resolution, topological trigger 

– MFT: sec. vertex for muon arm 

– VHMPID: hadron PID to ≈20 GeV/c 

– FoCal: large rapidity/small x physics (Phase 1) 

– diffraction, PHOS, more calorimeters (to be defined?)  

• phase II upgrades (to be installed in later shutdown) 

– FoCal (Phase 2) 

 



Detector Upgrade Projects 

• major projects: ITS, MFT, VHMPID, FoCal (Phase 1) 

– Expressions of Interest received 

– Physics Potential confirmed in Physics Workshop in 
July 

– Call for Letter of Intent (ALICE internal) 

– IRC’s installed – review process started 

– goal: ALICE decision on approval in ALICE mini week 
January 2012 

• other proposals being considered: diffraction, 
PHOS, other EMCal upgrades?  

 



R&D activities ongoing 

• already supported by a number of funding agencies 

• crucial R&D issues to be solved: need further 
support! 

 

FoCal: SiW calorimeter prototype 

VHMPID:  

RICH prototype 



Summary 
• ALICE is now harvesting after 20 years of 

preparation! 

– 14 papers, some already with considerable impact 

– 18 more in advanced preparation stage 

– Many more to come 

• The Detector continues to provide excellent 
performance, and ALICE as a whole confirms its 
readiness and commitment 

• More challenges ahead! 

              We count on your continued support… 

                                 THANK YOU! 


