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ALICE Collaboration

e ~1/2 ATLAS, CMS, ~ 2x LHCb
e ~1100 people

e 30 countries,

— ‘ e 80 Institutes
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“ Total weight 10,000t
Overall diameter 16.00m
Overall length 25m
Magnetic Field 0.4Tesla
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Data volumes

* RAW data — 2.5 PB/year
* Two distinct periods — p+p (~7.5 months) and
Pb+Pb (~40 days)

* Reconstructed and simulated data

* 1.5PB - first level RAW filtering (ESDs)
« 200TB — second level RAW filtering (AODSs)
* 1PB of simulated data

* User generated data ~500TB

* Replication 2x RAW, 3x ESD/AODs, 2x user
files



Processing

« RAW data reconstruction ~10K CPU
cores
* MC processing ~15K CPU cores
» User analysis ~7/K CPU cores (450
distinct users)
» ~40Mio jobs per year
* ~ 1.3 job completed every second
* 15 production, %2 user jobs
« 200 Mio files per year



How do we go about that?
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The Grid structure

* TO - CERN

e Stores all RAW data from the 4 LHC
experiments (custodial)

* First pass reconstruction, MC, user analysis,
Interactive analysis, detector calibration

- T1ls — Large regional computing centres

* Stores part of the RAW, ESDs, AODs
(custodial)

* Second pass reconstruction, MC, user analysis
and interactive analysis facilities (AFs)

*T2s — computing centres of universities/labs
* MC production, user analysis 6



The Grid structure (2)

e VVarious flavours of site middleware
e gLite, ARC, AliEn direct to batch

 Storage Is xrootd-enabled

« CASTOR, dCache, DPM, xrootd native (majority of the
SESs)

« All is interfaced through the AliIEn central
services: single file catalogue and central task
gueue for job management

* The users are fully ‘protected’ from the Grid
plumbing



Some history

e \Working prototype in 2002

e The Vision from the very begining

e Single interface to distributed computing for
all ALICE physicists

e File catalogue, job submission and control,
application software management, end user
analysis

e And this is....
AlIEn — Alice Environment



Grid use in the first years

e First MC productions...

e Vertical Grid — interfaced down to local
batch system level and any type of local
storage the site provides (capability
retained and refined up to today)

e Few hundred CPUs at 13 sites

e VVery ambitious goals — validation of the
entire ALICE Computing model



First distributed production

e First report of yearly ALICE data
challenge: Sep. 2004
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[CERN-LCG: 14.14%]

AF-PES: 19.94%|
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The Grid from 2010 onward

Running Jobs

.
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149 Mio CPU houts = 17K CPU centuries
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Athens —— Bari -+ Birmingham —-BITP - Bologna -s-Bratislava  Cagliari — Catania = CCIN2P3 - CCIN2P3-CREAM -+ CERM-CREAM -m- CERN-L -=- Clermont -m CNAF = CNAF-CREAM -s- COMSATS
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FZK_CREAM: 7.2%

Centres contribution

Ince the

Athens: 0.1%
Bari. 0.7%

Birmingham: 0.2%

|BITP: 0.1%
|Bologna 0%|
|Bratislava: 0 4%
Ic aglari: 0 2%)

Catania: 0.4%
CCIN2P3: 3.4%
l‘CCI!I2P3~CPEAMI 2.2%
\,cspn 0%
| CERN-CREAM: 10.9%
CERN-L: 7.1%
Clermont 0.6%|
Cloud: 0%
CNAF: 4.7%
{CNAF-CREAM: 4.3%
| CNAF_glexec: 0%
| COMSATS: 0%
{CSC: 0.4%
{CyberSar 0.1%
| é'ybers ar-EPEAM‘ 0.1%|
{Cyfronet: 1.6%
IDCSC_KU: 0.8%|
Dortmund: 0%
FZK: 11.1%|




Data r/w

Aggregated network traffic per SE

1.907 GB/s
1669 GB/s
1431 GBJs
1192 GBJs
976.6 MB/s
732.4 MBJs
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5.484 GBJs

el Data in at average 7/00MB/sec

4,768 GBJs

== Data out at average 1.8GB/sec QM and SQM

4.292 GBJs

Traffic IN

40538l conferences

3.815 GB/s
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2146 GBIs

1.907 GBs

1669 GB/s

1431 GBJs
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How is all this managed

e AlIEn central services (see Pablo’s presentation)
e Site services and support

e Monitoring (see losif's presentation)

e PROOF enabled AFs (several presentations)

e Organization of meeting/contact lists

e Challenges
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Job optir nization :
« Jobs and space quc
“and Job;;pr|or|tmana
.o Job messaging gate

- Data transfers mana
e B -,ép,plicatiom package
- distribution (torrent)
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Central services

e Up 24/7, 365 days... no other service in the
experiment comes close

e Critical for data taking
e Critical for Grid processing in general

e General consideration

e All services are running multiple instances and are
load-balanced

e Good hardware, lights-off operation
e Still, they are a ‘single point of failure’

e As demonstrated during extended power cuts
e Recovery takes 2 hours from cold start

e Over the years we have mastered the operation

e Having a truly ‘distributed’ central services is possible,
but costly...



Site services (1)

e VO-box component
e 1gLite (proxy renewal) + 5 AliEn (CMreport,

ClusterMonitor, PackMan, CE, MonALISA

e AlIEn services are monitored and send alarms

( ) In case of
trouble

e All services can fail with almost equal

orobabillity, auto-restart does not always work
Human intervention is sometimes necessary

e In general stable...
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Site services (2)

e Site SE

e Functional tests through central ‘ping’ test

e Checks the ‘general’ SE working status, but
not all servers

e Also instrumented with alarms, please
subscribe!

e Individual server alarms would be a bonus,
but presently we don’t have them (most of the
sites do not have local monitoring too)

e See losif’s talk for further info...

21



More on storage

e After 2 years of RAW/MC/User activities,

the disk storage elements are getting quite
full

e Negative effect on sites performance— less ‘useful’
work done, lower efficiency due to remote data
access (all write/some read)

e |deally, all SEs would have the ‘'same’
occupancy, however

e Not all SEs came to ‘life’ at the same time
e CPU/SE ratio is not optimal at many sites

e The auto-discovery mode helps, but locality plays a
role too...inter-site networks are not yet allowing for
fully transparent SE use
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A word on efficiency (2)

Jobs' efficiency per user
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Same period for ‘production’ users
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More on storage (2)

e Removal of data ongoing in 3 directions

e Reduction of replicas for older RAW data
oroduction cycles

e Reduction of replicas for less-used and less-
important MC productions

e Stricter user guotas

e In all cases, the battle is tough and the
data generation far outpaces any removal

e Full provision of pledged resources will
balance back the sites
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Organization

e Single mailing list (for most
communications)

e Direct contact with regional experts/site
experts (both ways) works well and is fast

e Weekly AF/TF meetings

e Proposal to make them bi-weekly (or monthly)
— Grid Is generally stable — but longer and
with specific agenda for every meeting

e Only makes sense if experts participate

26



Challenges

e Upgrade AllEn to v.2-20

e Discussion with ALICE Physics Board
e Reconstruction (Pass2) of 2011 Pb data must
finish
e Improve the situation with the site SEs
e Stability and occupancy
e Improve the efficiency of user jobs
e Partially the above will help

e For more details (roadmap) see Andrei’s
presentation
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Conclusion

e The Grid has reached excellent level of
maturity for most application

e Work is needed to be able to handle efficiently
user jobs, as these will continue to be a major
part of the resources utilization

e |n this direction — modification of job
assignment and handling in AliIEn

e Mastering the storage is still a challenge
e Stability of every individual server is a must

e More extended monitoring and new xrootd
version will help
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Conclusions (2)

e General improvements in the network
(LHCOPN) will further disolve the tier boundaries

e Meanwhile, better routing especially for the
T2s would help

e Network is a sufficient topic for a separate
workshop
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