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NDGF: Background

• Nordic DataGrid Facility (NDGF) was founded 2002 to
coordinate the cooperation between Finland, Sweden, Norway
and Denmark to create a Tier-1 for Atlas and ALICE.
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NDGF: Background

• Nordic DataGrid Facility (NDGF) was founded 2002 to
coordinate the cooperation between Finland, Sweden, Norway
and Denmark to create a Tier-1 for Atlas and ALICE.

• Vision: Should from the outside look like one big data center,
rather than a bunch of small sites.
– NorduGrid ARC
– dCache

• In addition to the NDGF-T1, there’s a few T2:s
– FI-HIP-T2 for CMS
– NO-NORGRID-T2 for Atlas
– SE-SNIC-T2 for ALICE and Atlas
• Sometimes hard to distinguish from NDGF-T1

ALICE Tier-1/2 workshop 2012 – p. 2/14



NDGF/NeIC: Present

• Starting 2012 NDGF was renamed Nordic e-Science
Infrastructure Collaboration (NeIC)
– . . . but NDGF remains as the name of the project to maintain

a Tier1 for WLCG.
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NDGF/NeIC: Present

• Starting 2012 NDGF was renamed Nordic e-Science
Infrastructure Collaboration (NeIC)
– . . . but NDGF remains as the name of the project to maintain

a Tier1 for WLCG.

• Lots of people have left NDGF/NeIC during the last 6 months.
– No ARC developer at the moment
– No dCache developer at the moment
– ...
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ALICE sites in NDGF
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ALICE sites in NDGF
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one big site not
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ALICE sites in NDGF

• Original vision of
one big site not
fulfilled

– ... does it matter?

– If it works, don’t
fix it!

• 50 % of swedish
CPU hours con-
tributed to NDGF-
T1, 50 % contributed
to SE-SNIC-T2.
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Sites: CSC

• Owned by Helsinki Institute of Physics (HIP), hosted by CSC

• Geographical location: Espoo (almost Helsinki), Finland

• Backend: SGE
– Big array jobs have been problematic

• 768 cores
– Shared with local ALICE users, and CMS
– Number of ALICE grid jobs limited by batch queue system

to 150⇒ underutilization of the cluster.
– 1190 HEPSPEC06 CPUs on average 2011
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Sites: PDC

• Parallell Data Centrum, Royal Technical University

• Geographical location: Stockholm, Sweden

• Backend: ARC

• Has been broken lately

• 712 cores
– Shared with Atlas and lots of other stuff
– 943 HEPSPEC06 CPUs on average 2011
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Sites: NSC

• National Supercomputer Center, Linköping, Sweden

• Backend: PBS / Torque

• Oscillating job numbers

• 512 cores
– Shared with Atlas and lots of other stuff
– 1912 HEPSPEC06 CPUs on average 2011
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Sites: LUNARC

• Center for scientific and technical computing for research at
Lund University, Lund, Sweden

• Backend: PBS / Torque

• Oscillating job numbers

• 512 cores
– Shared with Atlas and lots of other stuff
– 1248 HEPSPEC06 CPUs on average 2011
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Sites: DCSC/KU

• Danish Center for Scientific Computing / Københavns
Universitet

• Geographical location: Copenhagen, Denmark

• Backend: ARC

• 5080 Cores in total
– ∼ 800 CPUs shared with Atlas and lots of other stuff
– 1675 HEPSPEC06 CPUs on average 2011

• Broken Fairsharing⇒ ALICE suppressed by Atlas⇒ expired
proxies.

• “Solution”: Max job number per project: 750.
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Sites: UiB

• Universitet i Bergen

• Geographical location: Bergen, Norway

• Backend: PBS

• 372 Cores
– ∼ 1738.5 HEPSPEC06 CPUs on average 2011
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CPU summary

• 8707 HEPSPEC06 CPUs on average 2011

• 6883 (NDGF) + 2820 (SNIC) = 9703 was pledged for 2011

• We will try to be better in the future
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Storage:
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Storage:

• NDGF uses dCache

• Overall experience with dCache is positive

• dCache has Xrootd support
– .. but it isn’t perfect
– e.g. xrd3cp doesn’t quite work
– ... and our dCache developer is gone

• Disk: 590 TB (NDGF) + 400 TB (SNIC) + Finland has order
more.⇒ We will soon have what we pledged for 2011.

• Tape: Pledged 1761 TB (2012); available: 2.4 PB of which∼

100 TB in use
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