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Map of German Grid 
sites

 T1: 
GridKa/FZK in 
Karlsruhe

 T2: GSI in 
Darmstadt

 HHLR_GU in 
Frankfurt



 

 

Job contribution (last year)

FZK (8%) + GSI LSF (2%) + GSI SGE (1%) + HHLR_GU > 11%



 

 

Storage contribution

Total size: 
 1.7 PB disk based SE (ALICE total: 13.2 PB)
 1.2 PB disk buffer with Tape backend
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Tier-1: GridKa
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GridKaGridKa is the largest Tier1 in WLCG and
  provides about 15% of the total T1 recources
 

GridKa:GridKa: CPU (HS06)   %WLCG      Disk        %WLCG        Tape    % WLCG
   ALICE :      40000          25%         2,7 PB       25%         5,2 PB    25%       
  ATLAS:   32400         12.5%     3,4 PB     12,5%     4,5 PB   12,5%
  CMS:    24000         10%        2,2 PB     10%        5,1 PB   10%
  LHCb:      19200        17%        1,6 PB     17%        1,6 PB   17%

WLCG Tier-1  WLCG Tier-1  CPU (HS06)   Disk              Tape     
      2012     553'000        67 PB       103 PB 



 

 

usage statistics
(last 6 months)

Centre is well used. 5% not 
available or non used.
Largest shares: LHC experiments. 
(ALICE and ATLAS alone > 50%)

ALICE, ATLAS, LHCb,
CDF, and D0 
are using roughly their
nominal share. 



 

 

Batch Submission
● OS: SL5
● Used Batch System: PBSPro
● due to PBS problems in supporting large 

clusters division into 2 sub clusters a 8500 
cores (ALICE nominal share: 30%) and 
4200 cores (ALICE nominal share: 35%).
– Fair share values are computed daily. Current 

values for ALICE: 24%(30%) and 34%(35%).

● Submission via CREAM CE to both clusters
● LDAP config: CE_LCGCE=(cream-1-fzk.gridka.de:8443/cream-pbs-

aliceXL,cream-3-fzk.gridka.de:8443/cream-pbs-aliceXL,cream-5-
kit.gridka.de:8443/cream-pbs-aliceXL),(cream-2-fzk.gridka.de:8443/cream-pbs-
aliceXL,cream-4-kit.gridka.de:8443/cream-pbs-aliceXL)



 

 

Jobs at GridKa within 
last year

start of submission to
both clusters

reduced operation due to
local disk full

max. number of concurrent jobs:  9260
average number of jobs: 3000
average job number in last 6 months:  3200 
nominal share: 3800 jobs
==> still room for improvement



 

 

ALICE Job Efficiency
Wall Time 2011

CPU Time 2011

ALICE

ALICE



 

 

storage

Pb Pb data processing

xrootd SE works well and is heavily used



 

 

architecture of 
xrootd SE

xrootd
data server

xrootd
data server

xrootd
data server

xrootd 
redirector

GPFS cluster file systems
Tape
Backend
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Gesellschaft für Schwerionenforschung 
mbH (GSI)

employs about 1000 people



 

 

FAIR – Facility for Antiproton and Ion 
Research

GSI – 
as it is today

FAIR



 

 

GSI Grid Cluster – present status

vobox

GSI batchfarm
:  ALICE 

cluster (344 nodes/2700 

cores)

300 TB 
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Lustre Cluster:

      2.3 PB

HEPPI Netz

new Batchfarm
2000 Cores

Internet: 1 Gbps

OS: Debian Lenny/Squeeze



 

 

PROOF on Demand (PoD)



 

 

Farm monitoring via 
MonaLisa



 

 

GSI SCLAB: Grid site in a Cloud

GSI Cloud: 

● Debian Lenny as host OS

● KVM as virtual machine hypervisor

● libvirt (virtualisation API) as abstraction layer above

● OpenNebula toolkit for building the cloud

● 16 physical boxes ==> 100 virtual machines in parallel

AliEn Grid site:

● all jobs run on virtual SL5 machines

● no shared directories

● software packages are installed and distributed using AliEn PackMan and 
BitTorrent

Grid site in a cloud:

● prepare to be able to startup an AliEn Grid site in any available Cloud



 

 

jobs at GSI within 
last yearaverage: 800 concurrent jobs



 

 

ALICE::GSI::SE



 

 

GSI::SE - 
architecture

36 file server and 1 redirector providing 300 TB
disk space
file servers come into age and start refusing
service
disks are full ...



 

 

GSI: next activities
● include new SGE cluster (2000 

cores) in the Grid
● setup new SE on top of Lustre file 

system with xrd-dm plugin
– Lustre has currently 270 TB free space 

and this needs to be shared with local 
users

– no quotas enabled



 

 

LHC Computing – Prototype 
for FAIR

PandaGrid – up since 2004
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(HHLR_GU) Hessisches 
Hochleistungsrechenzentrum 

Goethe Universität



 

 

HHLR_GU
ALICE setup

ALICE vobox xrootd

central Fraunhofer
Cluster File System
(100 TB for ALICE)

1200 Cores
Exclusively for ALICE 

800 Mb to DFN

• OS: SL6

• Job Submission 
System: Slurm

• for this the native AliEn 
Slurm interface has 
been reactivated (A. 
Montiel Gonzalez)



 

 

Jobs at Loewe CSC
• continuous operation 

since October 2011
• average job #: 720
• max job #: 2400



 

 

storage at Loewe CSC



 

 

HHLR-GU:
next steps

- increase network bandwidth. At some 
point Loewe CSC will be part of the 
federated FAIR T0 cloud ==> high 
bandwidth at least to GSI. But 
intermediate solutions may be needed

- create distributed file system based on 
local disk of Wns. Expected technology 
to be used: EOS 

   This file system will be included in ALICE 
Grid.
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Summary
• German sites provide a valuable 

contribution to ALICE Grid

• new developments are on the way

• FAIR will play an increasing role 
(funding, network architecture, software 
development and more ...)


