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Outline
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✦ Soft QCD
- charged particle spectra and pseudorapidity distributions
- charged particle multiplicities
- strange particle production
- particle correlations
- underlying event 

✦ Jet measurements
- inclusive jet & dijet production
- dijet angular distributions & azimuthal decorrelations 
- hadronic event shapes
- 3j/2j ratio

✦ Photon measurements
- inclusive photon production 
- di-photon production
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Introduction

 

The majority of the pp collisions are soft
   → no hard parton scattering → no “perturbative” predictions

   → need to model them phenomenologically

→ Use Monte-Carlo (MC) description to correct data:

 PS, UE and hadronization models 
   tuned on previous (low energy) data
 Different models available diverging

   at high energy prior to LHC

→ Early LHC data give us a unique 
     chance to fill gaps in our 
     knowledge on soft QCD

→ Reference for high energy pp    
     collisions and heavy ions run 

✦ pp collisions reveal multiple 
aspects of QCD:
- perturbative behavior at the hard 
scattering scale
- parton showers
- multiple parton interactions
- hadronization
- structure of the proton 
✦ QCD is a remarkable theory 
which deserves to be explored 
in detail
✦ even more important: before 
we can claim ANY signal of 
New Physics, we must 
understand this immensely 
complicated environment
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QCD at the LHC
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❖ Unique opportunity to explore a 
large phase space:

- higher LHC collision energy
- capabilities of the detectors

❖ Specific areas of interest:   
 understand the soft particle production 
 understand the underlying event activity. Is it 

universal in the various processes?
 do the perturbative calculations describe the 

data accurately enough?
 differentiate between the various PDF sets
 reduce the uncertainty of the gluon PDF
 understand the multijet production 
 improve the Monte-Carlo generators

.................................................................
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A magnificent instrument !!!
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Figure 6. (a) Upper panel: inclusive charged particle invariant di↵erential cross sections, scaled
by
p

s

4.9, for |⌘| < 1.0 as a function of the scaling parameter xT. The result is the average of the
positive and negative charged particles. Lower panel: ratios of di↵erential cross sections measured
at 0.9, 1.96, and 7 TeV to those predicted by NLO calculations for factorisation scales ranging from
0.5–2.0 pT. (b) Upper panel: ratios of the scaled di↵erential cross sections to the global power-law
xT fit described in the text (coloured markers) and fits to these ratios (similarly coloured thin lines).
The expected ratio for

p
s = 2.76 TeV after applying NLO-based corrections to each of the three

measurements as described in the text (solid blue lines). The uncertainty from the NLO parameters
is represented by the shaded band. The upper axis translates xT to pT for

p
s = 2.76 TeV. Lower

panel: ratios of the NLO-calculated cross sections at three di↵erent energies, scaled by
p

s

4.9, to
the cross section calculated at

p
s = 2.75 TeV. The width of the bands represents the variation of

the factorisation scale by a factor of two.

of the relatively good agreement in the inclusive jet spectrum [43, 44], which suggests that
the fragmentation functions are not well tuned for LHC energies.

The CMS results are consistent over the accessible xT range with the empirical xT

scaling given by eq. (8.1) and established at lower energies. This quality of the scaling
is more easily seen in the upper panel of figure 6(b), where the points show the ratio of
the various di↵erential cross sections, scaled by

p
s

4.9, to the result of a global power-
law fit to the CDF and CMS data from figure 6(a). The fitting function is of the form
F

0(xT) = p0 · [1 + (xT/p1)]p2 , where p0, p1, and p2 are free parameters, and the region
below pT = 3.5 GeV/c has been excluded to avoid complications from soft-particle produc-
tion. Considering the somewhat näıve power-law function and the expected non-scaling
e↵ects [45], the new measurement is in reasonable agreement with the global power-law fit
result (within roughly 50%) over its full xT range.
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Charged Hadron Spectra
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at 0.9, 2.36, and 7 TeV. The high-pT reach of the data is
limited by the increase of systematic uncertainties with pT .
The fit to the data [Eq. (1)] is mainly used for extrapola-
tions to pT ¼ 0, but is not expected to give a good descrip-
tion of the data in all ! bins with only two parameters. The
parameter T and the exponent n were found to be T ¼
0:145" 0:005ðsystÞ GeV and n ¼ 6:6" 0:2ðsystÞ. The
average pT , calculated from a combination of the measured
data points and the low- and high-pT contributions as
determined from the fit, is hpTi ¼ 0:545" 0:005ðstatÞ "
0:015ðsystÞ GeV=c.

Experimental uncertainties related to the trigger and
event selection are common to all the analysis methods.
The uncertainty related to the presence of SD (DD) events
in the final sample was estimated to be 1.4% (1.1%), based
on consistency checks between data and simulation for
diffractive event candidates. The total event selection un-
certainty, which also includes the selection efficiency of
the BSC and HF, was found to be 3.5%. Based on studies
similar to those presented in Ref. [3], additional 3% and
2% uncertainties were assigned to the tracklet and track
reconstruction algorithm efficiencies, respectively.
Corrections at the percent level were applied to the final
results to extrapolate to pT ¼ 0. The uncertainty on these
extrapolation corrections was found to be less than 1%. All
other uncertainties are identical to those listed in Ref. [3].
The dNch=d! measurements were repeated on a separate

data sample without any magnetic field, for which almost
no pT extrapolation is needed, and gave results consistent
within 1.5%. The final systematic uncertainties for the
pixel counting, tracklet, and track methods were found to
be 5.7%, 4.6%, and 4.3%, respectively, and are strongly
correlated.
For the dNch=d! measurements, the results for the three

individual layers within the cluster-counting method were
found to be consistent within 1.2% and were combined.
The three layer pairs in the pixel-tracklet method provided
results that agreed within 0.6% and were also combined.
Finally, the results from the three different measurement
methods, which agree with the combined result within 1%
to 4% depending on !, were averaged. The final dNch=d!
distributions are shown in Fig. 3 for

ffiffiffi
s

p ¼ 0:9, 2.36, and
7 TeV. The CMS results are compared with measurements
made by other experiments. In the ATLAS Collaboration
analysis [15], events and particles were selected in a differ-
ent region of phase space, which makes a direct compari-
son difficult. Their results are therefore not included in the
figure.
The results can also be compared to earlier experiments

as a function of
ffiffiffi
s

p
. The energy dependence of the average

charged hadron pT can be described by a quadratic func-
tion of lns [16]. As shown in Fig. 4, the present measure-
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FIG. 1. Differential yield of charged hadrons in the range
j!j< 2:4 in 0.2-unit-wide bins of j!j in NSD events. The solid
curves represent fits of Eq. (1) to the data. The measurements
with increasing ! are successively shifted by six units along the
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FIG. 2. Charged-hadron yield in the range j!j< 2:4 in NSD
events as a function of pT ; the systematic uncertainties are
smaller than the symbols. The measurements at
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s

p ¼ 0:9 and
2.36 TeV [3] are also shown. The solid lines represent fits of Eq.
(1) to the data.

PRL 105, 022002 (2010) P HY S I CA L R EV I EW LE T T E R S
week ending
9 JULY 2010

022002-3

PRL 105 (2010) 022002
JHEP 08 (2011) 086

✦ pT spectra described well by Tsallis fits 
✦ scaling behavior with sqrt(s) at high xT 
✦ NLO predictions overestimate particle production
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Single Charged Particle Spectra: dN/dη      
JHEP 02 (2010) 041

PRL 105 (2010) 022002

CMS measurements in agreement with 
other experiments.

However densities are higher than most 
models and pre-LHC MC at high energy.
→ MC tuning effort on LHC data ongoing
     (see http://lpcc.web.cern.ch/LPCC/)

Event Selection:
– MinBias trigger (BSC)
– At least 3 GeV in both HF 
– primary vertex
 → Corrected to non  single
     diffraction (NSD)

Charged Particle Selection:
– |η| < 2.5 
– corrected to pT>0 GeV/c

– 3 different methods
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Charged Hadron Pseudorapidity Distributions
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ment follows this trend. The choice of the j!j interval can
influence the average pT value by a few percent.
For j!j< 0:5, the average charged multiplicity density

is dNch=d! ¼ 5:78" 0:01ðstatÞ " 0:23ðsystÞ for NSD
events. The

ffiffiffi
s

p
dependence of the measured dNch=

d!j!%0 is shown in Fig. 5, which includes data from
various other experiments. The dNch=d! results reported
here show a rather steep increase between 0.9 and 7 TeV,
which is measured to be ½66:1" 1:0ðstatÞ " 4:2ðsystÞ'%.
Using a somewhat different event selection, the ALICE
Collaboration has found a similar increase of ½57:6"
0:4ðstatÞþ3:6

)1:8ðsystÞ'% [5]. The measured charged-particle
multiplicity is accurate enough to distinguish among
most sets of event-generator tuning parameter values and
various models. The measured value at 7 TeV significantly
exceeds the prediction of 4.57 from PHOJET [9,10], and the
predictions of 3.99, 4.18, and 4.34 from the DW [17],
PROQ20 [18], and Perugia0 [19] tuning parameter values
of PYTHIA, respectively, while it is closer to the prediction
of 5.48 from the PYTHIA parameter set from Ref. [8] and to
the recent model predictions of 5.58 and 5.78 from
Refs. [20,21]. The measured excess of the number of
charged hadrons with respect to the event generators is
independent of ! and concentrated in the pT < 1 GeV=c
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FIG. 3. Distributions of dNch=d!, averaged over the three
measurement methods and compared with data from UA5 [23]
(p !p, with statistical errors only) and ALICE [24] (with system-
atic uncertainties). The shaded band shows systematic uncer-
tainties of the CMS data. The CMS and UA5 data are averaged
over negative and positive values of !.
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PRL 105, 022002 (2010) P HY S I CA L R EV I EW LE T T E R S
week ending
9 JULY 2010

022002-4

✦ CMS measurements in agreement with other experiments   
✦ pre-LHC Monte-Carlo tunes predict lower particle densities

- ATLAS tune in agreement  
✦ some analytic models are in reasonable agreement

7 TeV
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Figure 3. The charged hadron multiplicity distributions with |⌘| < 2.4 for (a) pT > 0 and (b)
pT > 500 MeV/c at

p
s = 0.9, 2.36, and 7 TeV, compared to two di↵erent pythia models and the

phojet model. For clarity, results for di↵erent centre-of-mass energies are scaled by powers of 10
as given in the plots.

ergies and in all pseudorapidity ranges. For clarity, only the baseline tune D6T is shown
in comparison with other models having a di↵erent physical description of soft-particle
production such as phojet [30, 31] and the new fragmentation model of pythia 8 [45].

A comparison of our measurements with these three classes of models is shown in
figure 3 for all charged hadrons and for those with pT > 500 MeV/c. pythia d6t

underestimates drastically the multiplicity at all measured energies but improves when
pT > 500 MeV/c is required. pythia 8 is the only model that gives a reasonable description
of the multiplicity distribution at all energies, but tends to overestimate the multiplicity
at 7 TeV when pT > 500 MeV/c is required. phojet produces too few charged hadrons
overall but gives a good description of the average transverse momentum hpTi at fixed
multiplicity n, as illustrated in figure 4. Among the three classes of models, pythia 8

gives the best overall description of the multiplicity distribution and the dependence of the
average transverse momentum on n. Inspired by [61] we fit a first-degree polynomial inp

n to the multiplicity dependence of hpTi(n) for n > 15 at each energy, yielding a good
description which is valid at all three energies (figure 4). The ratios of the data obtained
at 7 and 2.36 TeV with respect to the data at 0.9 TeV show that the rise of the average
transverse momentum with the multiplicity is weakly depending on energy.

All previous observations seem to indicate that the Monte Carlo models produce too
few particles with low transverse momenta, especially at 7 TeV. The pythia models tend
to compensate for this by producing too many particles with high transverse momentum,
which is related to the modelling of semi-hard multiple-parton interactions.

8.2 Violation of KNO scaling

The multiplicity distributions are shown in KNO form in figure 5 for a large pseudora-
pidity interval of |⌘| < 2.4, where we observe a strong violation of KNO scaling between

– 11 –
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Charged Particle Multiplicities JHEP 01 (2011) 079

 Large multiplicity tail observed at 7 TeV (cf. dN/dη)
 <pT> vs n scale with energy

 No Monte Carlo is able to describe all multiplicities at all energies (but 
  PYTHIA 8 better) 
 Most MC/tunes can not describe simultaneously the multiplicity and the pT

  dependence (again PYTHIA 8 better)

JHEP 01 (2011) 079

✦ no Monte-Carlo generator can describe 
the multiplicity distributions at all collision 
energies
✦ no Monte-Carlo generator can describe 
simultaneously the multiplicity and the 
average pT 



|η| < 2.5
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✦ CMS measurements in three collision energies: 0.9, 2.36, 7 TeV
✦ in agreement with other experiments 
✦ sharp increase of particle production towards sqrt(s) = 7 TeV
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Figure 7. The evolution of the mean charge multiplicity with the centre-of-mass energy for
|⌘| < 2.4, including data from lower-energy experiments for |⌘| < 2.5 [37, 70–72]. The data are com-
pared with predictions from three analytical Regge-inspired models [41–43] and from a saturation
model [44].

indicating that by increasing the amount of multiple-parton interactions one e↵ectively
introduces too many hard scatters in the event.

The change of slope in Pn in the widest central pseudorapidity intervals observed atp
s = 7TeV, combined with the strong linear increase of the Cq moments, indicates a

clear violation of KNO scaling with respect to lower energies. This observation merits
further studies.
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Figure 7. Ratio of MC production to data production of K0
S (top), ⇤ (middle), and ⌅� (bottom)

versus pT at
p

s = 0.9 TeV (open symbols) and
p

s = 7 TeV (filled symbols). Results are shown
for three Pythia predictions at each centre-of-mass energy. To reduce clutter, the uncertainty,
shown as a band, is included for only one of the predictions (D6T) at each energy. This uncertainty
includes the statistical and point-to-point systematic uncertainties added in quadrature but does
not include the normalization systematic uncertainty.

distributions are multiplied by 8⇡pT, 4, and 8⇡, respectively. The CDF cross sections are
also divided by 49 mb (the NSD cross section used by CDF [25]) to obtain distributions nor-
malized to NSD events, matching the CMS and STAR normalization. The ALICE results
are normalized to inelastic events (including single di↵ractive events). The ALICE and
CMS results at 0.9TeV agree for all three particles. The distributions behave as expected,
with higher centre-of-mass energy corresponding to increased production rates and harder
spectra. To remove the e↵ect of normalization, figure 10 shows a comparison of ⇤ to K0

S

and ⌅� to ⇤ production ratios versus transverse momentum. The CMS results agree with
the results from pp collisions at

p
s =0.2 TeV from STAR [24] and at

p
s =0.9 TeV results

from ALICE [3]. These three results show a remarkable consistency across a wide variety
of collision energies. In contrast, the CDF values for N(⇤)/N(K0

S) [26] are significantly
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Strange Particle Production: K0
s, Λ , Ξ− 

CMS Paper QCD-10-007

K0
s

Λ

Ξ−

K0
s

Λ

Ξ−

K0
s

 Similar increase for strange as for charged particle 
  with energy →  Pre-LHC PYTHIA tunes fail again to 
  match this increase !

Discrepancy larger for Ξ
− 

at both energy and

 up to factor 3 at 7 TeV.  

JHEP 05 (2011) 064

✦ strange particle production is a sensitive test 
of Monte-Carlo tunes 
✦ significant discrepancies observed between 
data and pre-LHC tunes of PYTHIA 
✦ largest deviation for Ξ- at both collision 
energies (0.9 & 7 TeV)
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JHEP 09 (2010) 091

✦ two-particle correlations in Δη and Δφ
✦ various regions of interest: 

- particles inside a jet (Δη,Δφ ~ 0)
- particles of “back-to-back” jets (Δφ ~ π)

✦ first observation of near-side, long range correlations at 
high multiplicities

- not predicted by MC
- sign of nuclear medium effects?

Near-side (Δφ ~ 0), long 
range angular correlations 
at high multiplicities and 

intermediate pT 
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Bose-Einstein Correlations
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Sandra S. Padula                        Measurements of BEC @ CMS  −  Quark Matter 2011 2

HBT - BEC  basics

– Correlation Function:• Detecting two identical

bosons emitted from

sources 1 & 2 at A & B

• Two-boson correlation

function          reflects

source dimensions
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Bose-Einstein Correlations

When wave-function of identical 
bosons overlaps, Bose-Einstein
statistic changes their dynamics

→ Production probability enhancement 
     for identical light boson with similar 
     momenta.

→ BEC measurements give information 
     about size, shape and space-time
     development of emitting source
      
→ First observation in pion-production from
     pp annihilations – Phys. Rev. 120 (1960) 300

→ Many experimental resutls: e+e- @ PETRA, SLAC,
       LEP / pp @ SPS / ep @ HERA / fix target: NaXX, NOMAD, ...

  Observable:

  Assuming particle are mostly pions, Q  is:

R=
P  p1 , p2 

P  p1  P  p2 

P(p
1
,p

2 
)   : 

P(p
1 
), P(p

2 
): 

Joint probability of emission of 
a pair of bosons

Individual probability of emission 

→ Need to define a reference sample
     of non interfering boson pairs ! 

 RQ =
dN / dQ

dN / dQref

Q=− p1− p 2
2=M

inv

2 −4m
2

 

    Parametrization: R Q =C [ 1 λQr  ]1δQ 

Ω (Qr) : Fourier transform of emission region of effective size r

      λ    : BEC strength            δ    : Long distance correlations

PRL 105 (2010) 032001

CMS Paper QCD-10-023

R(Q) =
P (p1, p2)

P (p1)P (p2)

R(Q) =
dN/dQ

(dN/dQ)ref

effective emission radius

✦ correlations between identical bosons with 
overlapping wave functions
✦ production probability enhancement at low Q 
✦ provides information about the size of the 
emitting source
✦ ratio to reference sample with no correlations
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Underlying Event (I)
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14 HEP2011 � July 27, 2011 N. Varelas 

The “underlying event” consists 
of everything else but the hard 
interaction 

"   the “beam-beam remnants” 
"  particles arising multiple parton 

interactions (MPI) 

 
Hard Scattering 

PT(hard) 

Outgoing Parton 

Outgoing Parton 

Initial-State Radiation 

Final-State Radiation 

 

Proton AntiProton 

Underlying Event Underlying Event 

! Define three regions: 
!  “toward” 
!  “away” 
!  “transverse” 

!  Sensitive to UE 
 

R. Field 

✦ the “underlying event” consists 
of everything else except for the 
hard interaction

- multiple parton interactions
- initial and final state radiation
- beam remnants

✦ the event is divided in three 
regions

- toward (defined by the leading 
particle / jet)
- away 
- transverse (sensitive to UE)

✦ two observables quantify the UE 
activity

- multiplicity density of charged hadrons
- scalar sum pT density of charged 
hadrons
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Underlying Event (II)
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Figure 5. Fully corrected measurements of charged particles with pT > 0.5 GeV/c and |⌘| < 2 in
the transverse region, 60�< |��|<120�: (left plots) average multiplicity, and (right plots) average
scalar

P
pT , per unit of pseudorapidity and per radian, as a function of the leading track-jet pT , for

(upper row) data at
p

s = 0.9 TeV and
p

s = 7TeV; (lower row) ratio of the average values at 7 TeV
to the average values at 0.9 TeV. Predictions of three pythia tunes are compared to the data.
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Figure 6. For charged particles with pT > 0.5 GeV/c and |⌘| < 2 in the transverse region,
60� < |��| < 120�, (left) normalized multiplicity distributions; (centre) normalized scalar

P
pT

distributions; (right) pT spectra, at
p

s = 7 TeV and at
p

s = 0.9 TeV. Events with leading track-
jet pT >3 GeV/c are selected. Predictions from tune Z1 are compared to the data.

leading track-jet pT > 3 GeV/c. The same unfolding methodology as for figure 3 (upper
row) was applied at

p
s = 0.9 TeV.
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Figure 5. Fully corrected measurements of charged particles with pT > 0.5 GeV/c and |⌘| < 2 in
the transverse region, 60�< |��|<120�: (left plots) average multiplicity, and (right plots) average
scalar

P
pT , per unit of pseudorapidity and per radian, as a function of the leading track-jet pT , for

(upper row) data at
p

s = 0.9 TeV and
p

s = 7TeV; (lower row) ratio of the average values at 7 TeV
to the average values at 0.9 TeV. Predictions of three pythia tunes are compared to the data.
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Figure 6. For charged particles with pT > 0.5 GeV/c and |⌘| < 2 in the transverse region,
60� < |��| < 120�, (left) normalized multiplicity distributions; (centre) normalized scalar

P
pT

distributions; (right) pT spectra, at
p

s = 7 TeV and at
p

s = 0.9 TeV. Events with leading track-
jet pT >3 GeV/c are selected. Predictions from tune Z1 are compared to the data.

leading track-jet pT > 3 GeV/c. The same unfolding methodology as for figure 3 (upper
row) was applied at

p
s = 0.9 TeV.
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✦ the hard scale of the event is defined by the 
hardest track-jet
✦ the UE activity shows a sharp increase up to 
pT~10 GeV, followed by a plateau (saturation region)
✦ the UE activity increases by a factor ~2 from 0.9 to 
7 TeV
✦ pre-LHC tunes do not describe the UE, but newer 
tunes do
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Figure 5. Fully corrected measurements of charged particles with pT > 0.5 GeV/c and |⌘| < 2 in
the transverse region, 60�< |��|<120�: (left plots) average multiplicity, and (right plots) average
scalar

P
pT , per unit of pseudorapidity and per radian, as a function of the leading track-jet pT , for

(upper row) data at
p

s = 0.9 TeV and
p

s = 7TeV; (lower row) ratio of the average values at 7 TeV
to the average values at 0.9 TeV. Predictions of three pythia tunes are compared to the data.
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Figure 6. For charged particles with pT > 0.5 GeV/c and |⌘| < 2 in the transverse region,
60� < |��| < 120�, (left) normalized multiplicity distributions; (centre) normalized scalar

P
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distributions; (right) pT spectra, at
p

s = 7 TeV and at
p

s = 0.9 TeV. Events with leading track-
jet pT >3 GeV/c are selected. Predictions from tune Z1 are compared to the data.

leading track-jet pT > 3 GeV/c. The same unfolding methodology as for figure 3 (upper
row) was applied at
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Underlying Event in DY Events
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8.3 The Z ! µ+µ�
Signal Extraction 33
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Figure 22: Distributions of the dimuon invariant mass for the selected Z ! µ+µ� golden can-
didates on a linear scale (left) and on a logarithmic scale (right). The points with the error bars
represent the data. Superimposed are the expected distributions from simulations, normalized
to an integrated luminosity of 36 pb�1. The expected distributions are the Z signal (yellow,
light histogram), other EWK processes (orange, medium histogram), and tt̄ background (red,
dark histogram). Backgrounds are negligible and cannot be seen on the linear-scale plots.
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Figure 23: Distributions of the dimuon invariant mass for the selected Zµt (left) and Zµs (right)
candidates. The points with the error bars represent the data. Superimposed are the expected
distributions from simulations, normalized to an integrated luminosity of 36 pb�1. The ex-
pected distributions are the Z signal (yellow, light histogram), other EWK processes (orange,
medium histogram), tt̄ background (red, dark histogram) and QCD background (violet, black
histogram).
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✦ UE activity in Drell-Yan events
✦ the hard scale of the events is practically defined 
by the Z pole 
✦ explore the saturation region
✦ newer tunes of Pythia6 describe the data well
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Measurements with Jets
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Particle-Flow Reconstruction
1

1 Introduction
Proton–proton collisions, delivered by the Large Hadron Collider (LHC) at CERN at centre-
of-mass energies (

�
s) of 0.9 and 2.36 TeV, and recorded by the CMS detector [1] in December

2009, are used to commission the particle-flow event reconstruction algorithm [2]. So far, the
particle-flow event reconstruction had been developed and evaluated solely with simulated
events. It aims at reconstructing all stable particles in the event, i.e., electrons, muons, photons
and charged and neutral hadron from the combined information from all CMS sub-detectors,
to optimize the determination of particle types, directions and energies. The resulting list of
individual particles can then be used, as if it came from a Monte Carlo event generator, to con-
struct a variety of higher-level objects and observables such as jets, missing transverse energy
(Emiss

T ), taus, charged-lepton and photon isolation, b-jet tagging, etc.

To illustrate the capabilities of the algorithm for individual particle reconstruction, a display of
an event, recorded at

�
s = 2.36 TeV and fully reconstructed with the particle-flow techniques,

is shown in Figs. 1 and 2. In Fig. 1, the individual reconstructed particles are displayed as small
circles. The estimated missing transverse energy, defined as the vectorial sum of the transverse
energies of all reconstructed particles, is of 1.9 GeV only, which confirms the ability of the
algorithm to accurately measure the event balance in the transverse plane. The reconstructed
particles were used as input to an anti-kT jet clustering algorithm [3]. This clustering produced
three high-pT jets, well visible in Fig. 2. The transverse momentum pT of each jet was obtained
from the sum of its constituent particle momenta.

Jet 1 

pT = 22 GeV/c  

Jet 2 

pT = 42 GeV/c  

Jet 3 

pT = 38 GeV/c  

MET = 1.9 GeV  

Figure 1: Display of a particle-flow reconstructed event, recorded at 2.36 TeV, in the (�, ⇥)
view. The reconstructed particles are represented as circles with a radius proportional to their
pT. The direction of the Emiss

T computed from all particles is drawn as a solid horizontal straight
line. The particle-based jets with pT > 20 GeV/c are shown as thinner circles representing the
extension of the jet in the (�, ⇥) coordinates.

✦ Sophisticated “particle flow” 
reconstruction algorithm

- exploits the excellent tracker 
performance and the fine ECAL 
granularity

✦ Reconstructed individual particles 
according to their detection signature

- charged hadrons (tracks + linked 
ECAL/HCAL deposits)
- neutral hadrons (unlinked HCAL 
deposits)
- photons (unlinked ECAL deposits)
- electrons (tracks + linked ECAL 
deposits with E/p ~ 1)
- muons (tracks + muon chamber 
hits)
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Jet Clustering
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Figure 7: A sample parton-level event (generated with Herwig [101]), together with many ran-
dom soft “ghosts”, clustered with four different jet algorithms, illustrating the “active” catchment
areas of the resulting hard jets (cf. section 4.4). For kt and Cam/Aachen the detailed shapes are
in part determined by the specific set of ghosts used, and change when the ghosts are modified.

degree of regularity (or not) of the boundaries of the resulting jets and their extents in the
rapidity-azimuth place.

3 Computational geometry and jet finding

It takes the human eye and brain a fraction of a second to identify the main regions of
energy flow in a calorimetric event such as fig. 7. A good few seconds might be needed to
quantify that energy flow, and to come to a conclusion as to how many jets it contains.
Those are timescales that usefully serve as a reference when considering the speed of jet
finders — if a jet finder takes a few seconds to classify an event it will seem somewhat
tedious, whereas a few milliseconds will seem fast. One can reach similar conclusions by
comparing to the time for a Monte Carlo event generator to produce an event (from tens

29

�R2
ij = (yi � yj)

2 + (�i � �j)
2

dij = min
⇣
p�2
Ti , p

�2
Tj

⌘ �R2
ij

R2

diB = p�2
Ti

✦ anti-kT clustering algorithm:
- sequential recombination (kT family)
- infrared and collinear safety 
- geometrically well defined (circular 
shape in the y-φ plane)
- tends to cluster around the hard energy 
depositions
- distance parameter R=0.5 (default) & 0.7 

✦ “E-scheme”  jet reconstruction
- 4-momentum summation
- massive jets

✦ Inputs to the jet clustering algorithm  
- 4-momentum vectors of the 
reconstructed particles

20



CERN EP/PP Seminar “QCD Results from CMS”                        Konstantinos Kousouris 

Jet Energy Calibration (overview)

p

✦ Average correction of a detector jet to the particle 
level

- multiplicative factor to the entire jet 4-momentum 
vector

✦ Offset correction to account for noise & pile-up

✦ Calibration based on the MC JEC

✦ Residual correction from in-situ measurements
- relative JES vs η from dijet pT balancing
- absolute JES vs pT from γ/Z + jet pT balance

✦ Default JEC refers to the QCD flavor composition
- flavor dependence up to 2-3% for PF jets

C = C
o↵

(prawT ) · C
MC

(p0T , ⌘) · Crel

(⌘) · C
abs
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Jet Energy Calibration

✦ Simple calorimetric jets require a large correction factor 
- non-compensating calorimetric system

✦ Particle-flow jets require a small correction factor (< 10%)
- huge improvement compared to the calorimetric jet performance

30 6 Jet Energy Calibration

6.6 Combined Jet Energy Correction

In this section, the combined MC and residual calibration is presented along with the total jet
energy scale systematic uncertainty. Following Eq. (12), the residual corrections for the relative
and absolute response are multiplied with the generator-level MC correction, while the cor-
responding uncertainties are added in quadrature. Figure 26 shows the combined calibration
factor as a function of jet-� for pT = 50, 200 GeV. Because of the smallness of the residual cor-
rections, the combined correction has the shape of the MC component, shown in Fig. 6. The
total correction as a function of jet pT is shown in Fig. 27 for various � values. Figure 28 shows
the total jet energy scale uncertainty as a function of jet pT. At low jet pT the relative energy
scale uncertainty makes a significant contribution to the total uncertainty while it becomes neg-
ligible at high pT. In the forward region, the relative scale uncertainty remains significant in
the entire pT-range. In general PF jets have the smallest systematic uncertainty while CALO
jets have the largest.
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Figure 26: Total jet-energy-correction factor, as a function of jet � for pT = 50 GeV (left) and
pT = 200 GeV (right). The bands indicate the corresponding uncertainty.
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Figure 27: Total jet-energy-correction factor, as a function of jet pT for various � values. The
bands indicate the corresponding uncertainty.
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Jet Energy Scale Uncertainty

✦ JES uncertainty achieved in 2010: better than 3% for pT > 30 GeV
- significant improvement compared to the estimate with the first 3 pb-1

✦ the jet measurements published by CMS use the 3 pb-1 JES
- the JES derivation is a very time consuming procedure

✦ the goal of 1% JES is realistic with the 2011 data

32 6 Jet Energy Calibration
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Figure 28: Total jet-energy-scale uncertainty, as a function of jet pT for various � values.
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Jet pT Resolution

7.2 Dijet Measurements 39

 [GeV]
T

p
50 100 200

 re
so

lu
tio

n
T

je
t p

0

0.1

0.2

0.3
total systematic uncertainty

MC truth (c-term added)

MC truth

data

50 100 2000

0.1

0.2

0.3
total systematic uncertainty

MC truth (c-term added)

MC truth

data

total systematic uncertainty

MC truth (c-term added)

MC truth

data

total systematic uncertainty

MC truth (c-term added)

MC truth

data

-1=7 TeV, L=35.9 pbs CMS preliminary 2010
CaloJets

 R=0.5)
T

(Anti-k
 0.5≤| η0 < |

=7 TeV, L=35.9 pb                                CMS

 [GeV]
T

p
50 100 200

 re
so

lu
tio

n
T

je
t p

0

0.1

0.2

0.3
total systematic uncertainty

MC truth (c-term added)

MC truth

data

50 100 2000

0.1

0.2

0.3
total systematic uncertainty

MC truth (c-term added)

MC truth

data

total systematic uncertainty

MC truth (c-term added)

MC truth

data

total systematic uncertainty

MC truth (c-term added)

MC truth

data

-1=7 TeV, L=35.9 pbs CMS preliminary 2010
JPTJets

 R=0.5)
T

(Anti-k
 0.5≤| η0 < |

=7 TeV, L=35.9 pb                                CMS

 [GeV]
T

p
50 100 200

 re
so

lu
tio

n
T

je
t p

0

0.1

0.2

0.3
total systematic uncertainty

MC truth (c-term added)

MC truth

data

50 100 2000

0.1

0.2

0.3
total systematic uncertainty

MC truth (c-term added)

MC truth

data

total systematic uncertainty

MC truth (c-term added)

MC truth

data

total systematic uncertainty

MC truth (c-term added)

MC truth

data

-1=7 TeV, L=35.9 pbs CMS preliminary 2010
PFJets

 R=0.5)
T

(Anti-k
 0.5≤| η0 < |

=7 TeV, L=35.9 pb                                CMS

Figure 34: Bias-corrected data measurements, compared to the generator-level MC (denoted as
MC-truth) pT resolution before (red-dashed line) and after correction for the measured discrep-
ancy between data and simulation (red-solid line) for CALO (top left), JPT (top right), and PF
jets (bottom) in |�| < 0.5.

✦ Measured in data
- better than 10% for PF jets with pT > 80 GeV
- dijet asymmetry method 
- photon + jet pT balance

✦ Simulated resolution systematically better
- by 10-20% (relative) depending on η

36 7 Jet Transverse Momentum Resolutions

Asymmetry
-0.5 0 0.5

En
tri

es

-410

-310

-210

-110

1

-1=7 TeV, L=35.9 pbs CMS preliminary

PFJets  R=0.5)
T

(Anti-k

 
 < 0.15    cut < 59 GeV    p

T
ave| < 0.5    43 < pη0 < |

MC
data
MC
data

=7 TeV, L=35.9 pb                             CMS

Asymmetry
-0.5 0 0.5

En
tri

es

-410

-310

-210

-110

1

-1=7 TeV, L=35.9 pbs CMS preliminary

PFJets  R=0.5)
T

(Anti-k

 
 < 0.15    cut < 147 GeV    p

T
ave| < 0.5    120 < pη0 < |

MC
data
MC
data

=7 TeV, L=35.9 pb                             CMS

Asymmetry
-0.5 0 0.5

En
tri

es

-410

-310

-210

-110

1

-1=7 TeV, L=35.9 pbs CMS preliminary

PFJets  R=0.5)
T

(Anti-k

 
 < 0.15    cut < 800 GeV    p

T
ave| < 0.5    600 < pη0 < |

MC
data
MC
data

=7 TeV, L=35.9 pb                             CMS

Figure 31: Examples of PF jet asymmetry distributions for |�| < 0.5 and a low-pave
T bin (top left),

a medium-pave
T bin (top right) and a high-pave

T bin (bottom), determined from QCD simulation
(blue histograms) and compared with the result from data (black dots).

orange, the solid yellow contribution corresponds to the uncertainty from the soft radiation752

variation, and the dashed-red line depicts the impact from the remaining differences in the753

MC closure. The relative uncertainty due to particle-level imbalance is larger for JPT and PF754

jets than for CALO jets because the absolute values of the raw resolutions are significantly755

smaller for JPT and PF, and thus more sensitive to the imbalance subtraction, than in the CALO756

jet case. The dashed blue line shows the contribution of the uncertainty on the additional757

constant term. The total systematic uncertainty for each resolution measurement is obtained758

by summing all individual components in quadrature, and is represented by the grey filled759

area in Fig. 33. The sensitivity of the method to the presence of additional collisions due to760

pile-up has been assessed by applying the measurement to the subsample of the data where761

exactly one primary vertex candidate is reconstructed, and no significant deviations from the762

inclusive measurement are observed.763

The presented measurements of the jet pT resolution, obtained by applying the asymmetry764

method to data, yield systematically poorer resolution compared to the simulation. This dis-765

crepancy is quantified by taking the fits to the MC asymmetry results, fixing all parameters, and766

arXiv:1107.4277
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Inclusive Jet Cross Section
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(c)

Figure 1: (Top Left) Unsmearing correction factors determined as a function of rapidy y and jet
transverse momentum pT. (Top Right) Unsmeared inclusive jet pT spectra for different y bins
with the next-to-leading-order (NLO) theoretical prediction, corrected for non-perturbative
(NP) effects, superimposed. (Bottom) The unsmeared measured spectra in data plotted as
the ratio of data to theory prediction. The solid lines represent total theoretical systematic
uncertainty. The shaded band about the data points represents the experimental systematic
systematic uncertainty.

✦ Double-differential inclusive jet cross 
section vs jet pT and y

- using anti-kT PF jets with R=0.5
- 34 pb-1

- pT range from 18 GeV to 1.1 TeV 
- 6 rapidity bins, up to |y|=3.0 (the 
forward region 3.0 < |y| < 5.0 is covered 
by another, dedicated measurement)

✦ Unfolding
- simple bin-by-bin correction using the 
ansatz method

✦ Theory
- NLOJet++ (fastNLO)

PRL 107 (2011) 132001
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Experimental Uncertainties
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Figure 1: (Top Left) Unsmearing correction factors determined as a function of rapidy y and jet
transverse momentum pT. (Top Right) Unsmeared inclusive jet pT spectra for different y bins
with the next-to-leading-order (NLO) theoretical prediction, corrected for non-perturbative
(NP) effects, superimposed. (Bottom) The unsmeared measured spectra in data plotted as
the ratio of data to theory prediction. The solid lines represent total theoretical systematic
uncertainty. The shaded band about the data points represents the experimental systematic
systematic uncertainty.

✦ JES dominates
- falling spectrum: 1% JES uncertainty 
corresponds to 5-10% cross-section unc.

✦ Resolution enters through unsmearing
- significant at high rapidity 
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Theory Uncertainties
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Figure 32: Influence of the strong coupling �S (MZ) on the inclusive jet pT cross-section predic-
tion at NLO using the CT10 �S series of PDF sets with ��S(MZ) = ±0.002.
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✦ PDF
- follow PDF4LHC prescription

✦ scale (μR = μF = pT)
- 6 point variation: (μR/pT, μF/pT) = (0.5, 0.5) ... (1,2) 

✦ Δαs = ± 0.002 (CT10)
✦ NP correction

- estimated with Pythia6 and Herwig++
- dominant uncertainty at low pT

27



CERN EP/PP Seminar “QCD Results from CMS”                        Konstantinos Kousouris 

PDF Comparisons
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✦ Comparison with various PDF sets
- compatibility with all PDFs in the central rapidity bins
- better agreement at higher jet pT ( > 100 GeV ) but NP correction uncertainties 
large at low pT

- the agreement slightly worsens in the outer rapidity bins
CMS-NOTE-2011-004
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Forward Jets

29
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Figure 6: Inclusive jet cross section (anti-kT, R=0.5) measured at forward pseudorapidities
(3.2 < |�| < 4.7), fully corrected and unfolded, compared to various hadron-level theoreti-
cal predictions: NLO, POWHEG, PYTHIA 6, PYTHIA 8, HERWIG 6 and CASCADE. Point-to-point
(statistical) errors are smaller than the marker size, the yellow band shows the total systematical
uncertainty as described in the text.

 GeV/c  
T

p
40 60 80 100 120 140

(T
he

or
y)

]
σ

(D
at

a)
 / 

σ
1 

- [

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

1.2

, R = 0.5 CALO)TData (Anti-k
| < 4.7η=7 TeV), 3.2 < |s(

-1 L dt = 3.14 pb∫

NP)]⊗(NLOσ(Data) / σ1 - [
(Herwig+Jimmy)]σ(Data) / σ1 - [
(Pythia8)]σ(Data) / σ1 - [
(Pythia6)]σ(Data) / σ1 - [
(Powheg+Pythia6)]σ(Data) / σ1 - [
(Cascade)]σ(Data) / σ1 - [

EXP. uncertainty
Theory uncertainty

CMS Preliminary

(a)

Figure 7: Fractional differences between the fully-corrected forward jet spectra measured in p-p
at 7 TeV and various hadron-level theoretical predictions: NLO, POWHEG, PYTHIA 6, PYTHIA 8,
HERWIG 6 and CASCADE. Points have been slightly displaced to the right and left for visibility
purposes. The error-bars on the data points show statistical uncertainties. The systematical
and theoretical uncertainty bands, plotted separately, are described in the text.
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6 6 Comparison to Theory
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Figure 4: Systematic uncertainties in the forward jet measurement including in quadrature the
jet energy scale, the pT resolution and unfolding, and the integrated luminosity uncertainties.

PDFs [42] were used, whereas for PYTHIA 8 we used CTEQ5L [43]. The CASCADE Monte
Carlo [19, 20] – based on resummation of leading logarithms in Q2 and 1/x as implemented in
the CCFM evolution equations [10–13] – uses the Set-A unintegrated parton distributions.

Before comparing the data to parton-level theoretical predictions, the amount of non-perturbative
(NP) effects due to off-jet hadronization and “splash-in” underlying event (UE) activity within
the jet area are determined. Such NP effects are estimated as done in [44, 45] by comparing the
parton-level inclusive jet production with the corresponding hadron-level prediction account-
ing for hadronization and UE activity in the HF calorimeters acceptance with two different
models, PYTHIA 6.4 [46] and HERWIG 6+Jimmy [47]. Both MCs have a different modelling of
parton hadronization (based on string and cluster fragmentation, respectively) as well as mul-
tiparton interactions and beam-remnants resulting in different UE properties. The average of
the two predictions is taken as the hadron- to parton-level correction factor, which is displayed
in Fig. 5 as a function of jet pT. Half of the spread between the two predictions is taken as an
estimate of the systematic uncertainty associated with this correction.

Following the PDF4LHC recommendation [48], the PDF uncertainty is estimated from the max-
imum envelope obtained from the 68% confidence-level PDF eigenvectors of the CT10 [41],
MSTW2008 [49] and NNPDF2.0 [50] sets. An additional uncertainty due to the strong cou-
pling �S is derived from separate CT10 PDF fits where �S(MZ) is varied by ±0.002 and added
quadratically to the PDF uncertainty band. Also, the uncertainty due to higher-order correc-
tions neglected in the NLO calculation has been evaluated by varying the renormalization (µr)
and factorization (µ f ) scales by factors proportional to the jet pT in the following six combina-
tions [51]: (1/2, 1/2), (1/2, 1), (1, 1/2), (1, 2), (2, 1) and (2, 2). Figure 5 (left) shows all the sources
of theoretical uncertainty: the NP corrections dominate for pT < 50 GeV/c whereas PDF+�S
uncertainties dominate above that pT; scales uncertainties are subleading at all transverse mo-
menta. We have added in quadrature these three sources of uncertainty into a single theoretical
uncertainty band. Strictly speaking, as computed such an error band is only relevant for the
NLO predictions (NLOJET++ and POWHEG). Yet, we take it also as a reasonable estimate of the
parton-shower and CASCADE MCs theoretical uncertainties.

✦ Inclusive forward jet production cross 
section

- measurement dominated by the JES 
uncertainty
- good agreement with the MC predictions
- compatible with the NLO prediction

CMS-FWD-10-003
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Inclusive Jets: the Big Picture

30

22 1. Quantum chromodynamics

describe the shape of the photon pt across the entire measured range, showing the need
for an improved and consistent theoretical description of this process.
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Figure 1.1: A compilation of data-over-theory ratios for inclusive jet cross
sections as a function of jet transverse momentum (pT ), measured in different
hadron-induced processes at different center-of-mass energies; from Ref. 212. The
various ratios are scaled by arbitrary numbers (indicated between parentheses) for
better readability of the plot. The theoretical predictions have been obtained at
NLO accuracy, for parameter choices (coupling constant, PDFs, renormalization,
and factorization scales) as indicated at the bottom of the figure.

In the case of Z+jets, the Z momentum can be precisely reconstructed using the
leptons, allowing for a precise determination of the Z pt distribution, which is sensitive
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The 2011 LHC data of 
~5fb-1 extend to xT ~ 0.6 
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Dijet Cross Section
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Figure 1: Measured double-differential dijet production cross sections (points), scaled by the
factors shown in the figure, as a function of the dijet invariant mass, in bins of the variable
|y|max, compared to the theoretical predictions (curves). The horizontal error bars represent the
bin widths, while the vertical error bars represent the statistical uncertainties of the data.

✦ Double-differential inclusive dijet 
cross section vs dijet invariant mass 
and |y|max

- using anti-kT PF jets with R=0.7
- 36 pb-1

- pT,1 > 60 GeV, pT,2 > 30 GeV
- mass range from 0.16 to 3.5 TeV 
- 5 bins of |y|max, up to 2.5

✦ Unfolding
- simple bin-by-bin correction using 
MC smearing 

✦ Theory
- NLOJet++ (fastNLO)

PLB 700 (2011) 187
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Experimental Uncertainties

✦ JES dominates
- falling spectrum: 1% JES uncertainty 
corresponds to 5-10% cross-section unc.

✦ Resolution enters through unsmearing
- up to 2-3%
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Theory Uncertainties
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Figure 23: NLO predictions from the various PDF sets.

✦ PDF
- follow PDF4LHC prescription

✦ scale (μR = μF = <pT>)
- 6 point variation: (μR/<pT>, μF/<pT>) = (0.5, 0.5) ... (1,2) 

✦ Δαs = ± 0.002 (CT10)
✦ NP correction

- estimated with Pythia6 and Herwig++
- dominant uncertainty at low masses
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PDF Comparisons
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✦ Comparison to various PDF sets
- good agreement with all PDFs in the central rapidity bins
- agreement with CT10, MSTW2008, NNPDF2.1 worsens in the outer rapidity 
bins but improves for HERAPDF1.0 and ABKM09
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Dijet Angular Distributions
� = e|y1�y2| ⇡ 1 + | cos ✓⇤|

1� | cos ✓⇤|

PRL 106 (2011) 201804 35

θ*

pp

Jet1

Jet2

CM frame

✦ The dijet angular distributions give additional 
insight to the QCD dynamics

- parton-parton scattering in QCD is t-channel 
dominated (Rutherford scattering at small angles)

✦ Stringent test of pQCD and sensitivity to New 
Physics 

- contact interactions or resonances would show 
deviation from QCD at large scattering angles



Dijet Δφ Distributions (vs NLO)
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Figure 3: Normalized D�dijet distributions in several pT
max regions, scaled by the multiplicative

factors given in the figure for easier presentation. The curves represent predictions from LO
(dotted line) and NLO pQCD (solid line). Non-perturbative corrections have been applied to
the predictions. The error bars on the data points include statistical and systematic uncertain-
ties.

✦ Normalized dijet cross section, as a 
function of Δφ

- indirect probe of multijet topologies, 
without explicit reconstruction of 
additional jets 

✦ pQCD @ NLO is necessary to 
describe the azimuthal decorrelation 
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Figure 1: Normalized D�dijet distributions in several pT
max regions, scaled by the multiplica-

tive factors given in the figure for easier presentation. The curves represent predictions from
PYTHIA6, PYTHIA8, HERWIG++, and MADGRAPH. The error bars on the data points include
statistical and systematic uncertainties.

Dijet Δφ Distributions (vs MC generators)
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Figure 1: Distributions of the logarithm of the central transverse thrust (top left) and central
thrust minor (top right) for events with a leading jet pT between 90 and 125 GeV/c, from data
and from five MC simulations. The error bars on the data points represent the statistical uncer-
tainty on the data, and the shaded (blue) bands represent the sum of statistical and systematic
errors. The lower plots show the ratio between data and the different simulated samples.
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Figure 1: Distributions of the logarithm of the central transverse thrust (top left) and central
thrust minor (top right) for events with a leading jet pT between 90 and 125 GeV/c, from data
and from five MC simulations. The error bars on the data points represent the statistical uncer-
tainty on the data, and the shaded (blue) bands represent the sum of statistical and systematic
errors. The lower plots show the ratio between data and the different simulated samples.
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✦ Event-shape variables
- central transverse thrust  
- measured in bins of the leading jet pT

- probe QCD radiative processes  
- sensitive to 2j and 3j topologies

✦ Sensitive to the MC generator modeling

Central Transverse Thrust

PLB 699 (2011) 48
38

1

Event shapes provide information about the properties of hadronic final states from particle
collisions. Suitably defined event-shape variables were among the first observables proposed
to test the theory of quantum chromodynamics (QCD) [1, 2] and have been important in en-
abling progress in the theory. At e+e� and ep colliders, event shapes have played a crucial
role in the extraction of the strong coupling constant �s. They have been essential in tuning the
parton shower and non-perturbative components of Monte Carlo (MC) event generators and
have provided a laboratory for developing and testing analytical probes of the hadronization
process. More recently, a large set of event-shape variables suitable for pp colliders has been
proposed [3]. An important aspect of these variables is their normalization to the measured
sum of transverse momentum or energy of all the objects in the event. It is thus expected that
energy-scale uncertainties should cancel to a large extent. Event-shape variables represent a
valuable tool for early measurements of the properties of QCD multijet events at the Large
Hadron Collider (LHC) and the tuning of MC models [4].

This Letter presents the first measurement of hadronic event shapes with a data sample of
7 TeV proton-proton collisions collected with the Compact Muon Solenoid (CMS) detector at
the LHC. The data sample corresponds to an integrated luminosity of 3.2 pb�1.

A detailed description of the CMS experiment can be found elsewhere [5]. CMS uses a right-
handed coordinate system, with the origin located at the nominal collision point, the x-axis
pointing towards the center of the LHC ring, the y-axis pointing up (perpendicular to the LHC
plane), and the z-axis along the anticlockwise beam direction. The polar angle ⌅ is measured
from the positive z-axis, the azimuthal angle ⇥ is measured in the xy plane, and the pseudora-
pidity is defined as ⇤ = � ln[tan(⌅/2)]. The central feature of the CMS apparatus is a super-
conducting solenoid, of 6 m internal diameter, providing an axial field of 3.8 T. Within the field
volume are the silicon pixel and strip tracker, the crystal electromagnetic calorimeter (ECAL),
and the brass/scintillator hadron calorimeter (HCAL). Muons are measured in gas-ionization
detectors embedded in the steel return yoke. In the region |⇤| < 1.74, the HCAL cells have
widths of 0.087 in pseudorapidity and 0.087 rad in azimuth (⇥). In the (⇤, ⇥) plane, and for
|⇤| < 1.48, the HCAL cells map on to 5 ⇤ 5 ECAL crystal arrays to form calorimeter towers
projecting radially outwards from close to the nominal interaction point. At larger values of
|⇤|, the size of the towers increases and the matching ECAL arrays contain fewer crystals. A
preshower detector consisting of two planes of silicon sensors interleaved with lead is located
in front of the ECAL at |⇤| > 1.479. In addition to the barrel and endcap detectors, CMS has
extensive forward calorimetry covering the region 3.0 < |⇤| < 5.0.

Two event-shape variables have been studied: the central transverse thrust ⇧⇧,C and the central
thrust minor Tm,C . The two variables probe different QCD radiative processes and are mostly
sensitive to the modeling of two- and three-jet topologies. The term central (C) indicates that
the input to the calculation of these quantities are jets in the central region of the detector
(|⇤| < 1.3), where sub-leading contributions in the calculation of the event-shape variables are
less significant, and systematic uncertainties on the jet reconstruction are smaller.

The central transverse thrust is defined as [3]

⇧⇧,C ⌅ 1 � max
n̂T

�i |~p⇧,i · n̂T|
�i p⇧,i

, (1)

where p⇧,i is the transverse momentum of selected jet i. The axis n̂T which maximizes the sum,
and thus minimizes ⇧⇧,C , is called the thrust axis n̂T,C . The central transverse thrust is a measure
of the momentum in the plane defined by n̂T,C and the beam axis. The central thrust minor is a
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3j/2j Cross-Section Ratio

J.Weng 
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• Madgraph describes best the R32 data
• Pythia 6, Pythia 8, Alpgen and Herwig++ in agreement for HT > 0.5 TeV, 
but overestimate R32 for lower values of HT
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✦ Ratio of cross sections (3j/2j), vs HT

- insensitive to many experimental uncertainties
- the NLO calculation for the given setup is affected by large scale uncertainties
- can be used for the αS measurement (in a different setup)

✦ Comparison to QCD MC generators  
- all generators agree for HT > 0.7 TeV with some deviation at low values
- the ME predictions are sensitive to the choice of the jet pT matching threshold

PLB 702 (2011) 336
39
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Measurements with Photons
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Direct Photon Production
Compton

Annihilation

Fragmentation

✦ Production mechanisms
- quark-gluon Compton scattering (dominant at LHC)
- quark-antiquark annihilation
- fragmentation of colored partons (greatly suppressed by isolation requirements)

✦ Test of pQCD
- NLO calculations
- sensitive to gluon PDF

LHC
Tevatron
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Photon Signal Extraction

✦ Reconstruction
- photon candidates based on identification & isolation preselection criteria
- quality requirements on the converted photon candidates

✦ Signal yield
- photon candidates contaminated by decays of energetic neutral mesons
- signal extracted statistically 
- conversion template (ET,ECAL/pT,trk variable)
- isolation template (ISO = ISOTRK+ISOECAL+ISOHCAL variable)

6

������������ ���	���������������������������������������������

��������������������������� �������������

� ���������������������������%������%0��������������."�
�

� ����������������+��������������������."�
�
��������������������� ��������N���������

� "	<������������+�%���������������������

����%0�����������������%�⇥.

� .���%0�����������⇥������������������������

� <�+�����������%���%�����+������������%%���
��������0������ ���

� 9�������������������+����������%%����� ���

� ���%%�������0��������������������������������

� <�+����� �������������,

� ������������������������������������������� ����/�

� ����������������������������������A����.
����
������

���������J�������K⌅KC��;8�
⇤

�N

��

Conversion
6

������������ ���	���������������������������������������������

��������������������������� �������������

� ���������������������������%������%0��������������."�
�

� ����������������+��������������������."�
�
��������������������� ��������N���������

� "	<������������+�%���������������������

����%0�����������������%�⇥.

� .���%0�����������⇥������������������������

� <�+�����������%���%�����+������������%%���
��������0������ ���

� 9�������������������+����������%%����� ���

� ���%%�������0��������������������������������

� <�+����� �������������,

� ������������������������������������������� ����/�

� ����������������������������������A����.
����
������

���������J�������K⌅KC��;8�
⇤

�N

��

Combined Isolation Template

43



CERN EP/PP Seminar “QCD Results from CMS”                        Konstantinos Kousouris 

Isolated Prompt Photon Cross Section

✦ Differential isolated prompt 
photon cross section

- combination of conversion and 
isolation template methods
- measurement from 25 GeV to 400 
GeV in ET and up to |η| = 2.5
- bin-by-bin unfolding

✦ Theory prediction
- isolation: ET < 5 GeV in R < 0.4
- JETPHOX
- CT10 PDF & BFG II fragmentation 
functions 
- μR = μF = μf = ET

- NP correction = 0.975
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Figure 8: Measured differential isolated prompt photon cross sections (markers) as a function
of transverse energy in the four pseudorapidity regions and the predictions from JETPHOX 1.3.0
using the CT10 PDFs (histograms). The error bars are the quadrature sums of statistical and
systematic uncertainties on the measurements. The cross sections are scaled by the factors
shown in the legend for easier viewing.
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Comparison to Theory (I)

✦ Good agreement with the theory
- scale uncertainty dominates the theoretical prediction

✦ Overestimated cross section at low ET

- different trend than the one observed at Tevatron

22 11 Conclusion
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Figure 9: Ratios of the measured isolated prompt photon differential cross section to the NLO
pQCD predictions from JETPHOX 1.3.0 using the CT10 PDFs. The vertical error bars show the
statistical uncertainties, while the shaded areas show the statistical and systematic uncertainties
added in quadrature. The 4% luminosity uncertainty on the data is not included. The two sets
of curves show the uncertainties on the theoretical predictions due to their dependency on the
renormalisation, factorisation, and fragmentation scales, and on the variation of CT10 �s and
PDFs. A correction to account for extra activity (C = 0.975 ± 0.006) is applied to the theoretical
predictions, as explained in the text.
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Figure 9: Ratios of the measured isolated prompt photon differential cross section to the NLO
pQCD predictions from JETPHOX 1.3.0 using the CT10 PDFs. The vertical error bars show the
statistical uncertainties, while the shaded areas show the statistical and systematic uncertainties
added in quadrature. The 4% luminosity uncertainty on the data is not included. The two sets
of curves show the uncertainties on the theoretical predictions due to their dependency on the
renormalisation, factorisation, and fragmentation scales, and on the variation of CT10 �s and
PDFs. A correction to account for extra activity (C = 0.975 ± 0.006) is applied to the theoretical
predictions, as explained in the text.

|η|<0.9 0.9<|η|<1.44
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Comparison to Theory (II)

|η|<0.9

22 11 Conclusion
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Figure 9: Ratios of the measured isolated prompt photon differential cross section to the NLO
pQCD predictions from JETPHOX 1.3.0 using the CT10 PDFs. The vertical error bars show the
statistical uncertainties, while the shaded areas show the statistical and systematic uncertainties
added in quadrature. The 4% luminosity uncertainty on the data is not included. The two sets
of curves show the uncertainties on the theoretical predictions due to their dependency on the
renormalisation, factorisation, and fragmentation scales, and on the variation of CT10 �s and
PDFs. A correction to account for extra activity (C = 0.975 ± 0.006) is applied to the theoretical
predictions, as explained in the text.
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Figure 9: Ratios of the measured isolated prompt photon differential cross section to the NLO
pQCD predictions from JETPHOX 1.3.0 using the CT10 PDFs. The vertical error bars show the
statistical uncertainties, while the shaded areas show the statistical and systematic uncertainties
added in quadrature. The 4% luminosity uncertainty on the data is not included. The two sets
of curves show the uncertainties on the theoretical predictions due to their dependency on the
renormalisation, factorisation, and fragmentation scales, and on the variation of CT10 �s and
PDFs. A correction to account for extra activity (C = 0.975 ± 0.006) is applied to the theoretical
predictions, as explained in the text.

1.57<|η|<2.1 2.1<|η|<2.5

✦ Good agreement with the theory
- scale uncertainty dominates the theoretical prediction

✦ Overestimated cross section at low ET

- different trend than the one observed at Tevatron
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Isolated Prompt Photons: the Big Picture

47

There exists a large number of photon measurements 
that could be used to constrain directly the gluon PDF
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Di-photon Production

  

 
 
 


 
   


 




  

  
   
   

 

 


 
 

  


 

  
  






    
    

     

   
     

 
  

 

      

 

  


 

  
  






    
    

     

   
     

 
  

 

      

 

  


 

  
  






    
    

     

   
     

 
  

 

      

 

GAMMA2MC

DIPHOX

✦ Probing pQCD
- NLO calculations
- PDF

✦ Irreducible background for the H→γγ search

48

The sub-process cross 
sections refer to the CMS 
measurement acceptance
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Di-photon Signal Extraction

✦ Reconstruction
- photon candidates based on identification & isolation preselection criteria
- ET,1 > 23 GeV, ET,2 > 20 GeV, Rγγ > 0.45 in η-φ, 

✦ Signal yield
- signal extracted statistically 
- ECAL isolation template 

49

6 5 Cross-Section Measurement
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Figure 1: Probability density functions of the ECAL isolation variable I for signal photons
(solid blue) and background photons (dashed red) in the barrel (left) and in the endcap regions
(right).
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Figure 2: Fit to the photon ECAL isolation (I1, I2) in the bin 100 < mgg < 140 GeV for photons
with |h| < 1.44. The distribution of the isolation variable I1 of one photon candidate, arbitrarily
chosen as the “first photon” and denoted with subscript “1”, is displayed in the left figure,
together with the fit result, integrated over I2; the shaded region shows the signal distribution,
the dashed line represents the background contribution, while the solid line is the sum of the
signal and background contributions. The same distributions for the second photon candidate
are shown in the right figure. In this mass bin, the number of signal events is 72 ± 14, out of
the total number of 161 selected candidates.
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Figure 3: (Left) Diphoton differential cross section as a function of the photon pair invariant
mass mgg from data (points) and from theory (solid line) for the photon pseudorapidity range
|h| < 2.5. (Right) The difference between the measured and theoretically predicted diphoton
cross sections, divided by the theory prediction, as a function of mgg. In both plots, the inner
and outer error bars on each point show the statistical and total experimental uncertainties. The
4% uncertainty on the integrated luminosity is not included in the error bars. The dotted line
and shaded region represent the systematic uncertainties on the theoretical prediction from the
theoretical scales and the PDFs, respectively.
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Figure 4: (Left) Diphoton differential cross section as a function of the photon pair invariant
mass mgg from data (points) and from theory (solid line) for the photon pseudorapidity range
|h| < 1.44. (Right) The difference between the measured and theoretically predicted diphoton
cross sections, divided by the theory prediction, as a function of mgg. In both plots, the inner
and outer error bars on each point show the statistical and total experimental uncertainties. The
4% uncertainty on the integrated luminosity is not included in the error bars. The dotted line
and shaded region represent the systematic uncertainties on the theoretical prediction from the
theoretical scales and the PDFs, respectively.

Di-photon Cross Section (vs mγγ)

50

✦ Differential isolated prompt photon cross section
- response matrix inversion unfolding

✦ Theory prediction
- isolation: ET < 5 GeV in R < 0.4
- NP correction = 0.953

PDF4LHC
μR = μF = μf = mγγ

Discrepancy at low 
mγγ: collinear photons
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Di-photon Cross Section (vs Δφγγ)

✦ Differential isolated prompt photon cross section
- response matrix inversion unfolding

✦ Theory prediction
- isolation: ET < 5 GeV in R < 0.4
- NP correction = 0.953
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Figure 7: (Left) Diphoton differential cross section as a function of the azimuthal angle be-
tween the two photons, Djgg, from data (points) and from theory (solid line) for the photon
pseudorapidity range |h| < 2.5. (Right) The difference between the measured and theoretically
predicted diphoton cross sections, divided by the theory prediction, as a function of Djgg. In
both plots, the inner and outer error bars on each point show the statistical and total experi-
mental uncertainties. The 4% uncertainty on the integrated luminosity is not included in the
error bars. The dotted line and shaded region represent the systematic uncertainties on the
theoretical prediction from the theoretical scales and the PDFs, respectively.
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Figure 8: (Left) Diphoton differential cross section as a function of the azimuthal angle be-
tween the two photons, Djgg, from data (points) and from theory (solid line) for the photon
pseudorapidity range |h| < 1.44. (Right) The difference between the measured and theoreti-
cally predicted diphoton cross sections, divided by the theory prediction, as a function of Djgg.
In both plots, the inner and outer error bars on each point show the statistical and total exper-
imental uncertainties. The 4% uncertainty on the integrated luminosity is not included in the
error bars. The dotted line and shaded region represent the systematic uncertainties on the
theoretical prediction from the theoretical scales and the PDFs, respectively.

Discrepancy at low 
Δφγγ: collinear photons
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Di-photon Cross Section (vs pT,γγ)

✦ Differential isolated prompt photon cross section
- response matrix inversion unfolding

✦ Theory prediction
- isolation: ET < 5 GeV in R < 0.4
- NP correction = 0.953
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Figure 5: (Left) Diphoton differential cross section as a function of the photon pair transverse
momentum pT,gg from data (points) and from theory (solid line) for the photon pseudorapid-
ity range |h| < 2.5. (Right) The difference between the measured and theoretically predicted
diphoton cross sections, divided by the theory prediction, as a function of pT,gg. In both plots,
the inner and outer error bars on each point show the statistical and total experimental uncer-
tainties. The 4% uncertainty on the integrated luminosity is not included in the error bars. The
dotted line and shaded region represent the systematic uncertainties on the theoretical predic-
tion from the theoretical scales and the PDFs, respectively.
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Figure 6: (Left) Diphoton differential cross section as a function of the photon pair transverse
momentum pT,gg from data (points) and from theory (solid line) for the photon pseudorapid-
ity range |h| < 1.44. (Right) The difference between the measured and theoretically predicted
diphoton cross sections, divided by the theory prediction, as a function of pT,gg. In both plots,
the inner and outer error bars on each point show the statistical and total experimental uncer-
tainties. The 4% uncertainty on the integrated luminosity is not included in the error bars. The
dotted line and shaded region represent the systematic uncertainties on the theoretical predic-
tion from the theoretical scales and the PDFs, respectively.

Discrepancy at high pT,γγ: 
collinear photons
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Di-photon Cross Section (vs cosθ*)

✦ Differential isolated prompt photon cross section
- response matrix inversion unfolding

✦ Theory prediction
- isolation: ET < 5 GeV in R < 0.4
- NP correction = 0.953
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Figure 9: (Left) Diphoton differential cross section as a function of |cos q⇤| from data (points)
and from theory (solid line) for the photon pseudorapidity range |h| < 2.5. (Right) The dif-
ference between the measured and theoretically predicted diphoton cross sections, divided by
the theory prediction, as a function of |cos q⇤|. In both plots, the inner and outer error bars
on each point show the statistical and total experimental uncertainties. The 4% uncertainty on
the integrated luminosity is not included in the error bars. The dotted line and shaded region
represent the systematic uncertainties on the theoretical prediction from the theoretical scales
and the PDFs, respectively.
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Figure 10: (Left) Diphoton differential cross section as a function of |cos q⇤| from data (points)
and from theory (solid line) for the photon pseudorapidity range |h| < 1.44. (Right) The dif-
ference between the measured and theoretically predicted diphoton cross sections, divided by
the theory prediction, as a function of |cos q⇤|. In both plots, the inner and outer error bars
on each point show the statistical and total experimental uncertainties. The 4% uncertainty on
the integrated luminosity is not included in the error bars. The dotted line and shaded region
represent the systematic uncertainties on the theoretical prediction from the theoretical scales
and the PDFs, respectively.
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Ongoing Measurements

(1) Photon + jets differential cross sections
(2) Photon + jet angular distribution
(3) Di-photon + jets
(4) Jet cross-sections, reaching jet pT > 2 TeV (xT ~ 0.6)
(5) Three-jet production rate vs invariant mass
(6) Measurement (?) of alpha_s with the R32
(7) Three-jet and Four-jet properties
(8) Jet structure and substructure
(9) Color coherence
 ...........................................................
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And many others, which are not classified as “QCD” 
in the CMS organization:
- Z,W + jets production
- Z + jet angular distributions
- heavy flavor production
- forward physics
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Summary

✦ Understanding QCD is essential for the LHC physics

✦ CMS has performed a large number of competing QCD measurements with the 
2010 data (19 journal publications and several preliminary results)

✦ Overall, data and theoretical predictions are compatible
- data are described well by pQCD @ NLO in the TeV scale
- but still limited by the experimental systematic uncertainties

✦ QCD Monte-Carlo generators are in satisfactory agreement with the data
- pre-LHC tunes clearly fail to describe the data
- first LHC tunes in the right direction but there is room for improvement 
- MC tuning requires a global fit of as many measurements as possible

✦ Further QCD studies are being pursued with the 2011 data
- the 2010 studies were only the prelude to the precision measurements to follow
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Backup
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Jet Energy Calibration (offset)

6.2 Offset Correction 9

The key element for this approach is the jet area Aj. A very large number of infinitely soft four-
momentum vectors (soft enough not to change the properties of the true jets) are artificially
added in the event and clustered by the jet algorithm together with the true jet components. The
extent of the region in the y� � space occupied by the soft particles clustered in each jet defines
the active jet area. The other important quantity for the pile-up subtraction is the pT density
⇥, which is calculated with the kT jet clustering algorithm [19–21] with a distance parameter
R = 0.6. The kT algorithm naturally clusters a large number of soft jets in each event, which
effectively cover the entire y � � space, and can be used to estimate an average pT-density. The
quantity ⇥ is defined on an event-by-event basis as the median of the distribution of the variable
pT j/Aj, where j runs over all jets in the event, and is not sensitive to the presence of hard jets.
At the detector level, the measured density ⇥ is the convolution of the true particle-level activity
(underlying event, pile-up) with the detector response to the various particle types.

Based on the knowledge of the jet area and the event density ⇥, an event-by-event and jet-by-jet
pile-up correction factor can be defined:

Carea(praw
T , Aj, ⇥) = 1 �

(⇥ � ⇤⇥UE⌅) · Aj

praw
T

. (13)

In the formula above, ⇤⇥UE⌅ is the pT-density component due to the UE and electronics noise,
and is measured in events with exactly one reconstructed primary vertex (no pile-up). Figure 1
shows the PF pT-density ⇥, as a function of the leading jet pT in QCD events and for various
pile-up conditions. The fact that ⇥ does not depend on the hard scale of the event confirms that
it is really a measure of the soft jet activity. Finally, the density ⇥ shows linear scaling properties
with respect to the amount of pile-up.
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Figure 1: Pile-up and underlying event PF pT-density ⇥, as a function of the leading jet pT
in the QCD multijet sample for various pile-up conditions (here NPV denotes the number of
reconstructed vertices, and A denotes the unit area in the y � � space).

6.2.2 Average Offset Method

The average offset method attempts to measure the average energy due to noise and pile-up,
clustered inside the jet area, in addition to the energy associated with the jet shower itself. The

6.2 Offset Correction 11
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Figure 2: Average offset in pT, as a function of �, measured in minimum bias events for dif-
ferent pile-up conditions (categorized according to the number NPV of reconstructed primary
vertices). Left: CALO jets. Right: PF jets.
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Figure 3: Breakdown of the average offset pT, in terms of the PF candidates, as a function of
�, for events with one PU interaction. Data are shown by markers and MC is shown as filled
histograms.

differences between the jet area method and the average offset method are entirely due to the
response dependence on �. The hybrid jet area method is chosen for the pile-up correction of
PF jets. In the case of CALO jets, and also JPT jets (initially reconstructed as CALO jets), the
response variation versus � shows dramatic changes and neither the simple jet area nor the
hybrid jet area methods are able to reproduce the average offset measurement. Therefore, for
CALO jets, the average offset method is the one chosen for the pile-up correction.

6.2.4 Offset Uncertainty

The uncertainty of the offset correction is quantified using the jet area method. Specifically, the
quantities ⇥ and �⇥UE⇥ in Eq. (13) are varied independently and the resulting shifts are added

10 6 Jet Energy Calibration

measurement of the noise contribution is made in zero bias events by vetoing those that pass
the minimum bias trigger. In the remaining events, the energy inside a cone of radius R = 0.5
in the ⇤ � ⇥ space is summed. The measurement is performed in cones centered at a specific
⇤ bin and averaged across ⇥. The noise contribution is found to be less than 250 MeV in pT,
over the entire ⇤ range. The total average offset (over the entire dataset) is determined from
inclusive zero bias events (with no veto on minimum bias triggers) and is classified according
to the number of reconstructed vertices. Figure 2 shows the average offset pT as a function of
⇤ and for different pile-up conditions. The calorimetric offset pT shows strong variations as a
function of ⇤, which follow the non-uniform particle response in the calorimeter, while for PF
candidates, the offset pT is more uniform versus ⇤. The higher measured offset pT for the PF-
candidates is due to the much higher response with respect to the pure calorimetric objects. The
observed ⇤-asymmetry is related to calorimeter instrumental effects. For the highest number of
vertices, in particular, the asymmetry is also of statistical nature (the adjacent points are highly
correlated because at a given ⇤ a large fraction of the energy in a cone of R = 0.5 also ends
up in overlapping cones). Figure 3 shows the breakdown, in terms of PF candidates, of the
average offset pT in events with one PU interaction, as measured in the data and compared to
the MC prediction. The slight asymmetry observed in the MC is due to the asymmetric noise
description in the specific version of the simulation. The average offset in pT scales linearly with
the number of reconstructed primary vertices, as shown in Fig. 4. The linear scaling allows the
expression of the jet offset correction as follows:

Coffset(⇤, praw
T , NPV) = 1 � (NPV � 1) · O(⇤)

praw
T

, (14)

where O(⇤) is the average pT due to one pile-up event, praw
T is the pT of the uncorrected jet, and

NPV is the number of reconstructed primary vertices. The average offset method can be applied
to jet algorithms that produce circular jets, while the quantity O(⇤) scales to larger cone sizes in
proportion to the jet area. It should be noted that, in both the average offset subtraction and in
the jet area method, the noise contribution and the UE are not subtracted. Because of the good
description of the noise contribution in the simulation, the noise is taken into account with the
MC-based correction.

6.2.3 Hybrid Jet Area Method

The measurement of the average offset presented in the previous paragraph confirms the ⇤-
dependence of the offset energy. This is explained by the fact that the measured offset is the
convolution of the pile-up activity with the detector response. In order to take into account the
⇤-dependence, a hybrid jet area method is employed:

Chybrid(praw
T , ⇤, Aj, ⌅) = 1 �

(⌅ � ⌅⌅UE⇧) · �(⇤) · Aj

praw
T

. (15)

In Eq. (15), the pT density ⌅ and the corresponding density due to the UE, ⌅⌅UE⇧ are constants
over the entire ⇤ range. The multiplicative factor �(⇤) corrects for the non-uniformity of the
energy response and is calculated from the modulation of the average offset in pT (Fig. 2).

In the case of PF jets, the response variation versus ⇤ is relatively small and the hybrid jet
area method is found to be in excellent agreement with the average offset method. Figure 4
shows the average offset in pT as a function of the number of reconstructed primary vertices,
for the three different methods (jet area, average offset, hybrid jet area). It can be seen that the
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Jet Energy Calibration (vs η)

6.4 Relative Jet Energy Scale 17
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Figure 11: Relative jet energy response as a function of �, measured with the dijet balance
method for CALO, JPT and PF jets respectively.

AR(|�|) =
R(+|�|)� R(�|�|)
R(+|�|) + R(�|�|) , (19)

where R(+|�|) (R(�|�|)) is the relative response measured in the data at the detector part
lying in the direction of the positive (negative) z-axis. Figure 12 (right) shows the measured
asymmetry. It is found to be similar for the different jet types.

Figure 13 shows the final residual correction, as a function of �, for all jet types. This correction
is typically of the order of 2-3%, with the exception of the region 2.5 < |�| < 3.0 where it reaches
the value of 10%. The region where the larger discrepancy between data and MC simulations is
observed (Fig. 11), coincides with the border between the endcap and the forward calorimeters.
It has also been observed [25] that the single-particle response shows similar behavior in this
region.

Finally, Fig. 14 demonstrates that the derived residual correction establishes an almost perfect
agreement between data and simulation.
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Figure 13: Relative jet energy residual correction as a function of jet � for CALO, JPT and PF
jets respectively. The band shows the uncertainty due to statistics, radiation corrections, and
asymmetry in �.

Exploiting the dijet pT 
balancing
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Jet Energy Calibration (vs pT)

JOANNA WENG

Absolute JEC: photon+jet balance

• Use photon trigger and isolated photons pT>15 GeV and |"|<1.3 

A-priori estimate of JEC uncertainty in barrel 5% for tracking-based 
jets (JPT, PFJets, track jets), 10% for CaloJets

• Method employs pT balance in back-to-back photon+jet events 
(well measured photon as a reference object)

11

6.5 Absolute Jet Energy Scale 23
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Figure 19: Ratio of data over MC for the MPF response, as a function of p⇥,Z
T in the photon+jet

sample (circles), Z(e+e�)+jet sample (triangles) and Z(µ+µ�)+jet sample (squares).

a function of p⇥,Z
T after correcting for the final and initial state radiation differences between

data and simulation (extrapolation to � = 0). Although the size of the Z+jets data sample is
smaller than the ⇥+jets sample, the results from all samples are in good agreement, within the
corresponding statistical uncertainties.

6.5.2 Uncertainty Sources

The uncertainty of the absolute jet energy scale measurement has six components: uncertainty
in the MPF method for PF jets, photon energy scale, MC extrapolation beyond the reach of
the available dataset, offset due to noise and pile-up at low-pT (as discussed in Section 6.2.4),
MC residuals (the level of closure of the MC correction in the MC), and the jet-by-jet matching
residuals for CALO and JPT jets.

MPF Uncertainty for PF Jets. The MPF method is affected by several small uncertainties that
mainly contribute at low pT: flavour mapping, parton-to-particle level sensitivity, QCD back-
ground, secondary jets, and proton fragments. The various contributions are shown in Fig. 20.

The flavour mapping uncertainty accounts for the response difference between jets in the quark-
rich ⇥+jets sample used to measure the absolute jet energy scale, and those in the reference,
gluon-rich QCD multijet sample. This is estimated from the average quark-gluon response
difference between PYTHIA6 and HERWIG++ (Fig. 9) in the region 30 � 150 GeV. The latter is
chosen because it is the pT region best constrained by the available data. For PF jets, the flavour
mapping uncertainty amounts to ⇥ 0.5%.

By definition, the MPF response refers to the parton level because the photon is perfectly bal-
anced in the transverse plane, against the outgoing partons. However, the default jet energy
response refers to the particle level, which includes the UE and the hadronization effects. The
parton-to-particle level response interpretation therefore is sensitive to the UE and the out-of-
cone showering (OOC). The corresponding uncertainty is estimated from the simulation by
using jets reconstructed with larger size parameter (R = 0.7, more sensitive to UE and OOC)
and comparing the extrapolation to the zero secondary jet activity with respect to the nominal
size parameter (R = 0.5). The resulting uncertainty has a weak pT-dependence and is smaller
than 0.2%.
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Figure 25: Absolute jet energy scale uncertainty as a function of jet pT for CALO, JPT and PF
jets respectively.

Exploiting the photon/Z+jet 
pT balancing
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Jet Energy Calibration (flavor dependence)6.4 Relative Jet Energy Scale 15
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Figure 8: Simulated jet energy response, in PYTHIA6 Z2 tune, of different jet flavours normal-
ized to the response of the QCD flavour mixture, as a function of the true particle jet pT, in the
region |⇥| < 1.3 for the three jet types.
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6.4 Relative Jet Energy Scale

6.4.1 Measurement

The dijet pT-balance technique, described in Section 5, is used to measure the response of a jet
at any ⇥ relative to the jet energy response in the region |⇥| < 1.3. Figure 10 shows example
distributions of the balance quantity B for PF jets in two pseudorapidity bins. Figure 11 shows
the relative response as a function of ⇥ in the range 100 GeV < pave

T < 130 GeV. Ideally, the
relative response of the corrected jets in the simulation should be equal to unity. However,
because of the resolution bias effect (Section 5.4.1), the relative response in the simulation is
found to deviate from unity by an amount equal to the resolution bias. The comparison of
the data with the MC simulations implicitly assumes that the resolution bias in the data is the
same as in the simulation. This assumption is the dominant systematic uncertainty related to
the measurement of the relative response with the dijet balance method.

In order to reduce the radiation bias (Section 5.4.2), a selection is applied on the ratio � =
pJet3

T /pave
T and the nominal analysis value is � < 0.2. The residual relative correction calculation
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6.4 Relative Jet Energy Scale

6.4.1 Measurement

The dijet pT-balance technique, described in Section 5, is used to measure the response of a jet
at any ⇥ relative to the jet energy response in the region |⇥| < 1.3. Figure 10 shows example
distributions of the balance quantity B for PF jets in two pseudorapidity bins. Figure 11 shows
the relative response as a function of ⇥ in the range 100 GeV < pave

T < 130 GeV. Ideally, the
relative response of the corrected jets in the simulation should be equal to unity. However,
because of the resolution bias effect (Section 5.4.1), the relative response in the simulation is
found to deviate from unity by an amount equal to the resolution bias. The comparison of
the data with the MC simulations implicitly assumes that the resolution bias in the data is the
same as in the simulation. This assumption is the dominant systematic uncertainty related to
the measurement of the relative response with the dijet balance method.

In order to reduce the radiation bias (Section 5.4.2), a selection is applied on the ratio � =
pJet3

T /pave
T and the nominal analysis value is � < 0.2. The residual relative correction calculation

The PF jet reconstruction has reduced the flavor 
dependence to less than 2% for pT > 30 GeV
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42 7 Theory predictions
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Figure 30: PDF uncertainties on the inclusive jet pT cross section at NLO following the
PDF4LHC proposal in comparison to CTEQ6.6.

✦ The PDF4LHC prescription 
describes the way to combine the 
various PDFs:

- compute the observable of interest (e.g. 
inclusive jet cross section) with each PDF 
set
- construct the 1-sigma (68% CL) band 
from each PDF set
- at every point, define the global 
envelope from the 1-sigma bands
- the PDF4LHC prediction is the center of 
the global envelope

✦ The PDF4LHC prescription is 
meant for a check of the overall 
compatibility between data and 
theory predictions
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Figure 1: Distributions of the logarithm of the central transverse thrust (top left) and central
thrust minor (top right) for events with a leading jet pT between 90 and 125 GeV/c, from data
and from five MC simulations. The error bars on the data points represent the statistical uncer-
tainty on the data, and the shaded (blue) bands represent the sum of statistical and systematic
errors. The lower plots show the ratio between data and the different simulated samples.
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Figure 1: Distributions of the logarithm of the central transverse thrust (top left) and central
thrust minor (top right) for events with a leading jet pT between 90 and 125 GeV/c, from data
and from five MC simulations. The error bars on the data points represent the statistical uncer-
tainty on the data, and the shaded (blue) bands represent the sum of statistical and systematic
errors. The lower plots show the ratio between data and the different simulated samples.
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Figure 2: Distributions of the logarithm of the central transverse thrust (top left) and central
thrust minor (top right) for events with a leading jet pT between 125 and 200 GeV/c, from data
and from five MC simulations. The error bars on the data points represent the statistical uncer-
tainty on the data, and the shaded (blue) bands represent the sum of statistical and systematic
errors. The lower plots show the ratio between data and the different simulated samples.
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Figure 2: Distributions of the logarithm of the central transverse thrust (top left) and central
thrust minor (top right) for events with a leading jet pT between 125 and 200 GeV/c, from data
and from five MC simulations. The error bars on the data points represent the statistical uncer-
tainty on the data, and the shaded (blue) bands represent the sum of statistical and systematic
errors. The lower plots show the ratio between data and the different simulated samples.
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Figure 3: Distributions of the logarithm of the central transverse thrust (top left) and central
thrust minor (top right) for events with a leading jet pT,1 > 200 GeV/c, from data and from five
MC simulations. The error bars on the data points represent the statistical uncertainty on the
data, and the shaded (blue) bands represent the sum of statistical and systematic errors. The
lower plots show the ratio between data and the different simulated samples.
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Figure 3: Distributions of the logarithm of the central transverse thrust (top left) and central
thrust minor (top right) for events with a leading jet pT,1 > 200 GeV/c, from data and from five
MC simulations. The error bars on the data points represent the statistical uncertainty on the
data, and the shaded (blue) bands represent the sum of statistical and systematic errors. The
lower plots show the ratio between data and the different simulated samples.
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