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Allow the CERN user community to request and manage
database instances

Give users full DBA privileges on their instances
Offer different DBMS vendors

— MySQL and Oracle are our starters, but the service is designedto scale easily
The DBOD service takes care of system administration
operations and providing upgrade functionality for DBMS

The DBOD service does not provide DBA or application
support

Users are entirely responsible for ensuring that their systems,
and the use of their systems, are fully compliant with the
Rules for the use of CERN Computing Facilities.
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Welcome Daniel Gomez Blanco «

CERN Home | IT Home | IT-DB Home | Phonebook

&) S Daiabase

Home Admin Help Admin Help

DB On Demand
Are you experiencing problems with DB On Demand? Contact us

Refresh instances ;:

1|3 1|1 1 T

Instances overview

DB Name Username e-Group Category Project Creation Date | Expiry Date DB Type DB Size NO Conn. State Actions

drupal dgomezbl drupal-admins Test DRUPAL 01/09/2011 - MySQL 500 GB 100 6 i___ j @ % t' ") 1 |‘|l
drupalslv dgomezbl drupal-admins Test DRUPAL 03/02/2012 - MySQL 500 GB 100 6 E j @1% t' ") 3 |‘|l
testinstance icoteril it-dep-db Test DBOD 24/11/2011  0B/02/2012  MySQL  500GB 50 6 (] @ e, t' el |
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Star up

Shut down

File mngmt
Backup mngmt
Restore
Upgrade

Monitoring
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CERN Home | IT Home | IT-DB Home | Phonebook A Welcome Daniel Gomez Blanco
Are you experiencing problems with DB On Demand? Contact us
Help Admin Help
Information for instance testinstance Refresh Instance
State: Running e / Username: icoteril
>
DB Type: MySQL e-Group: itdep-db
-~
Creation Date: 24/11/2011 Expiry Date: 08/02/2012 .’J
> ~
Category: Test Jd Project: DBOD Fud
> »
NO Connections: 50 . DB Size: 500 GE .
~
Description: Test instance until February edited. [
Information for job | cCreate a backup 09/12/2011 9:09:36 -

State: OK e

Creation Date: 09/12/2011 8:09:36

Log:

Fri Dec 9 09:09:39 CET 2011
Fri Dec 9 09:09:39 CET 2011
Fri Dec 909:09:39 CET 2011
Fri Dec 9 09:09:38 CET 2011
Fri Dec 9 09:09:39 CET 2011
Fri Dec 9 09:09:38 CET 2011
Fri Dec 909:09:40 CET 2011
Fri Dec 9 09:09:40 CET 2011
Fri Dec 909:09:40 CET 2011
Fri Dec 909:09:40 CET 2011
Fri Dec 909:09:40 CET 2011
Fri Dec 909:09:40 CET 2011
Fri Dec 909:09:40 CET 2011
Fri Dec 909:09:40 CET 2011
factual_binarylog.sql

Fri Dec 9 09:09:40 CET 2011
Fri Dec 9 09:09:40 CET 2011
ipresnap.sql

Fri Dec 9 09:09:40 CET 2011
Fri Dec 909:09:40 CET 2011
Fri Dec 909:09:40 CET 2011
Fri Dec 909:09:40 CET 2011
Fri Dec 909:09:43 CET 2011

Fri Dec 909:09:43 CET 2011

Fri Dec 909:09:43 CET 2011
Fri Dec 909:09:43 CET 2011
fpostsnap.sqgl

Fri Dec 909:09:43 CET 2011
Fri Dec 909:09:43 CET 2011
Fri Dec 909:09:43 CET 2011

Requester: dgomezbl

Completion Date: 09/12/2011 9:09:44

: Main: Starting

: GeneralMysql.GetGeneralVars: host <dbvrig046.cerm.ch>

: GeneralMysqgl.GetGeneralVars: port <5500=

: GeneralMysqgl.GetGeneralVars: socket </varlib/mysgl/mysql.sock>

: GeneralMysql.GetGeneralVars: mysql_datafiles </ORA/dbs03/DRUPAL/mysqgl>

: GeneralMysqgl.GetGeneralVars: backup_dest </ORA/dbs02/DRUPAL/mysqgl>

: RunTime.RetrievePasswordForUser: password found for <password_user_nastorag>

: RunTime.RetrievePasswordForlser: password found for <password_db_dod_mysgl=

: Main: my.cnf </ORA/Mbs03/DRUPAL/mysgl/my.cnf=

: RunTime.GetControllerVol: searching for <(*dbnasiw-+):vol/(." 703 b=

: RunTime . RunStr running /bin/mount

: Main: working with following controllervolume <dbnasb301:dodtest03=

: RunTime.RunStr running ps -elf | grep -i datadir=/ORA/dbs03/DRUPAL/mysql | grep -v grep
: RunTime.RunStr running fusrbin/mysql -u dod_mysql -pX>00000( —mysql_socket=hrarlib/mysqglimysql.sock < /ORA/bs01/syscontrol/projects/dod/bin

: Main: <binlog>.<000299> actual binary log sequence
: RunTime.RunStr running fusrbin/mysql -u dod_mysql -pX3O000000000 —socket=frarlib/mysql/mysqgl.sock < /ORA/bs01/syscontrol/projects/dod/bin

: Main: presnap actions completed successfully.

: Main: controller: <dbnasb301> volume: <dodtest03>

: Main: working controller: <dbnasb301> volume: <ARRAY(0x1faccd70)>

: GeneralMysgl.RunSSHStr running snap create dodtest03 snapscript_09122011_090940_300
- Main: stdout:

: Main: creating snapshot...

: Main: snapshots have been created!.
: RunTime.RunStr running fusrbin/mysql -u dod_mysqgl -pX30000K —mysql_socket=Ararllib/mysgl/mysql.sock < /ORA/bs01/syscontrol/projects/dod/bin

: Main: postnap actions completed successfully.
: Main: mysql_snapshotis over.
: mysql_snapshot.Main: State: [0]
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Are you experiencing problems with DB On Demand? Contact us

State: Running 'C' o Username: icoteril

DB Type: MySQL e-Group: it-dep-db . 4

Creation Date: 24/11/2011 Expiry Date: 08/02/2012 | 4
| ] Category: Test | 4 Project: DBOD | 4

~ ~
NO Connections: 50 . DB Size: 500 GE .

~
. Description: Test instance until February edited. [

T -

Backup management

Fy
. ok 9
State: OK \_J — Single backup

Creation Date: 09/12/2011 8:09:3) £
t' Create a single backup now

—Backup configuration

(] Perform automatic backups every 24 3 hours

12:18:14 -

| Backup database to tape every week starting on | 11/04/2012

Please contact us before enabling this option for the first fime to prepare the system for tape backups

Apply changes &g

:;1 e Close

R U R S T TS Ty T S Iy e T Iy ST SR T= T,




Backup of a DBOD Iinstance CERNLIpa,tmem

Based on snapshots.
* Full database backup in few seconds.

Blocks

Blocks on the Disk Blocks
in a File — in a File
Al —m ||| & A — s [ I A
c
. After few
e A > /) | hours
~— A - S—
> B
Snap 1 . Snap 1 4
B block is changed — B1 Snap 1 Snap2
Snapshot taken Snapl offers a historical view Snapshot taken

 How many snapshots are stored? For how long?

— Extra 20% space provided for snapshots (e.g.: active file system
100GB, snapshot area 20 GB — total: 120GB)

— Depends on DBOD instance activity (e.g.: changing 2% active file
system will allow to have 10 days of snapshots)

« Possibility to send to a backup to tape once a week
*  For MySQL: InnoDB storage engine recommended

CERN IT Department .
CH-1211 Geneva 23
Switzerland 7
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Are you experiencing problems with DB On Demand? Contact us

Py
State: Running [ # Username: icoteril
DB Type: MySQL e-Group: it-dep-db . 4
Creation Date: 24/11/2011 Expiry Date: 08/02/2012 | A
| ] Category: Test | 4 Project: DBOD | 4

~
NO Connections: 50 . DB Size: 500 GB

. Description: Test instance until February edited

-
220 BEE hd
|
£ [
State: OK '/ Dispatch a restore
Creation Date: 09/12/2011 8:09:36 Available snapshots: 9:08:44
Apr 2012 Snapshots for selected day:
Mon Tue Wed Thu Fri Sat Sur 13:49:32
26 27 28 29 30 AN 1
2 3 4 5 6 7
9 M W 12 13 14 15
| 16 17 18 19 20 21
23 24 25 2% 27 28 29
30 1 2 3 4 5 6
Select a day and time to restore to: 11/04/2012 @ 13:49:32 2
@ cancel Accept @
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Based on snapshots
— Restore time reduced to a few seconds

* Full restore of whole database

« DBOD Instances configured with binary logs
— Point-In-Time Recovery

Active File Scheduled snapshots
System W
[[[.j [[[.j > TIME [[[.j . : M P>

<>
PITR NOW
Binary logs

Manual snapshot

Snapshot space re-gained by the
CERN IT Department snap reservation area

CH-1211 Geneva 23 Y
Switzerland

www.cern.ch/it S —9’
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Are you experiencing problems with DB On Demand? Contact us

Py
State: Running [ # Username: icoteril
DB Type: MySQL e-Group: it-dep-db . 4
Creation Date: 24/11/2011 Expiry Date: 08/02/2012 | A
| ] Category: Test | 4 Project: DBOD | 4

-~

‘, ~
NO Connections: 50 . ” DB Size: S00.GE
. Description: Test instance v Display metrics

Select metric to display:

-
I Number of active connections v
State: OK |/ Zoom:1' 5 1h 1d 5d im 3m 6m 1v Max 13:53 April 11, 2012
i - » 3,308,156
Creation Date: 09/12/20 te

ou can also monitor your instance on Lemon Monitoring ICK <

o Close

10
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Service Level Status (SLS)

LEMON
RACMoON

In-house developed system

D; Monitoring of a DBOD instance

CERNIT

Job created

v

PENDIMNG

Easy to adapt to differentuse cases
Weekly notifications (to be implemented)

Job monitoring

Queriesjobs table every 5 minutes
Informs admins in case of:

Pending jobs not executed

Timed out jobs

Failed jobs

lob dispatched

¥

}Eh_

RUNNING

ERROR

-

»  FINISHED_FAIL

Ernail

lob executed

Department

No jobs running
AMD
t =305

UCCESS

-

FINISHED_OK

11 Y
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CERN Home | IT Home | IT-DB Home | Phonebook A Welcome Daniel Gomez Blanco
<)

QO Database
DB On Demand

v SERVICES
Home Admin Help Admin Help

7

Are you experiencing problems with DB On Demand? Contact us

Instances overview Collective actions (3 &) [ Refresh instances e
- - - Nl 7() Y

O DB Name Username e-Group Category Project Creation Date | Expiry Date DB Type DB Size NO Conn. State Actions

] boinc pete project-Incathome-it Official ~ BOINC 20122011 - MySQL ~ 400GB 300 e (] @ o, "_‘l A ) i |
[ drupal rgaspar drupal-admins Test DRUPAL 01092011 - MySQL  500GB 100 @ OISl
O drupalprod jpolok drupal-admins Official DRUPAL 19/01/2012 - MySQL 200GB 1000 e i___ j @ % t' "‘) ) |Ul
O drupalprod02 jpolok drupal-admins Official DRUPAL 30/01/2012 - MySQL 200GEB 1000 8 E j @ % t' "‘) ) |Ul
O drupalslv dgomezbl drupal-admins Test DRUPAL 03/02/2012 - MySQL 500GB 100 6 i___ j @ % t' "‘) ) |ul
[ hc atlas rmedrano hammercloud-dba-atia.. Official  Hammer..  20/1212011 - MySQL  500GB 500 @ OO%uS il
[] hc cms rmedrano hammercloud-dbacms ~ Official ~ Hammer..  08/022012 - MySQL 500 GB 1000 G O @ e, "_" il |
O hc lhch rmedrano hammercloud-dba-lhcb Official Hammer... 01/03/2012 - MySQL S00GB 500 8 E j @ % E' ") ) |ul
[ mastro domarack service-avc Official AVC 19/03/2012 - MySQL  100GE 100 e L] @ .‘ ﬂ b E8 -|Ul
[ nova belmira ai-admins Official  Agile 020042012 - MySQL  100GB 1000 @ OO S il

*=| Show all instances

[1]/ 2] Next [1/16]

Create new instance ‘)

Available upgrades

DE Type Category Version from Version to
MySQL Official 5519 5521 ii
MySQL Official 5.520 8.5.21 'ﬂ

Add upgrade #*

12




CERNIT

Department

Account Management (FIM)
https://cern.ch/account

User/Admin Web Server

https://cern.ch/dbondemand

Monitoring

Active File Binary
System logs

Web Services
https://syscontrol/dod/ws Storage
Virtual Machines network

13
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* Implementation

— J2EE Web Application running on CERN central web servers
« ZK Framework 5.0.10 (Ajax based)
* SSO (Single Sign On) + SSL for authentication/authorisation
« JDBC + Apache BDCP connection pooling via JNDI
« Apache Axis 1.4 for SOAP Web Services
* Google Visualization API for graphs

» User operations

— Request for a new instance (via FIM)
— Instance administration: start/stop, backup/restore, upgrade, configure...
— Documentation for users (integrated with TWiki)

« Service Administration operations
— Approval of requests (via FIM)

— Special collective actions
— System administration maintenance, manage upgrades, edit info...
— Documentation for admins (integrated with TWiki)

CERN IT Department .
CH-1211 Geneva 23
Switzerland 14
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 Perl + IT-DB framework

— Main process (daemon):
Queries jobs table every 5 seconds
* FIFO queue per instance

. . v g World
* Launches script on instance v o ch
¥ @& Cem
« Captures output and updates instance " da syscontrol
¥ @ Commands
— . > APPLICATION_COMMANDS
Worker processes: o oo

« Executes a job in a certain instance . :E’S&%‘éf’é‘é‘?f&i“fﬁm

. . > ALL
— Operations implemented: - o AL
. v o DOD

 ALL: common to any instance r o ALL_get file

® ALL get params
« MYSQL: specific to MySQL instances

e ALL getsnapshots
e ALL serve file
« ORACLE: under development

e MYSQL backup to tape
e MYSQL backup

e MYSQL clone

e MYSQL get slowlogs
e MYSQL_get_status

e MYSQL_install

e MYSQL_ping

e MYSQL_restore

e MYSQL_shutdown

e MYSQL startup

e MYSQL upgrade

e MYSQL upload config
® ORACLE install

CERN IT Department - .
CH-1211 Geneva 23
Switzerland 15

www.cern.ch/it S~
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| Virtualization Platform i)
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« Based on Oracle VM, a Xen-based hypervisor
— Required for support of Oracle DBOD instances
— Easy to integrate with our IT-DB infrastructure
— Keeping track of CERN Agile Infrastructure project

- Each DBOD instance is delivered in a preconfigured
virtual machine
— 2 cores, 16 GB memory, 64-bit platform

« Comparable to Amazon EC2 Extra Large Instance
* Possibility to upgrade depending on user needs

CERN IT Department .
CH-1211 Geneva 23
Switzerland 16
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| Current status T

* Production services already testing the

system and giving feedback
— PH-LBC
— IT (PES, ES, CIS, OIS)

* More coming
— Other DBMS (Oracle in the works)
— On-the-fly VM creation

* Possible future developments

— High availability with master/slave replication
— Multi-instance entities

CERN IT Department .
CH-1211 Geneva 23
Switzerland 17

www.cern.ch/it S~



CERNIT

Department

CERN IT Department
CH-1211 Geneva 23
Switzerland 18

www.cern.ch/it S~



CERNlT

Department

CERMN home = IT Department

@ Account Management

I Home I My Accounts I Account Statusl Change Password IApprova Requestsl My Requests I Applications and Resources I CERN External Accounts I Help || Statistics

Applications and Resources (dgomezbl) DB On Demand

Commeon Services
DB On Demand is a service which empowers users to create and manage database instances using a simple

Mail Services Automatic Subscription  [Manage] R A
and intuitive web interface.
Windows Desktops Automatic Subscription  [Manage]
Terminal Services Automatic Subscription  [Manage] = MySQL is the only database system currently supported. For more details, check the service home page.
DFS Workspaces Automatic Subscription  [Manage]
. . o Service common properties
Web Services Automatic Subscription  [Manage] 5 :
Associated E-Groups:dbondemand-users (authorized users)
Linux and AFS Subscribed Manage] Page: DB On Demand
Special Services
AUdi_O conference [Subscribe] The DB On Demand "drupal’ was successfully created.
senvice DB On Demand resources owned by Daniel Gomez Blanco (dgomezbl)
Fax Service [Subscribe] drupal [details] [delete]
COracle Subscribed [Manage] Resource details: drupal
DB On Demand Subscribed Manage
[Manage] Name: drupal
Vidyo Subscribed [Manage] Description: Assigning drupal to ¢ bl for
HEPX
Change Owner
| /[ search

Create a new DB On Demand resource
Click to show name limitations.
DB Name:

Description:

Please provide a descrption for
your account. DB On Demand
administrators will use this
information to evaluate your
request (max 200 characters).

Last update: April, 2012 - Contact: service-desk@cern.ch

19
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Are you experiencing problems with DB On Demand? Contact us

Py
State: Running [ # Username: icoteril
DB Type: MySQL e-Group: it-dep-db . 4
Creation Date: 24/11/2011 Expiry Date: 08/02/2012 | A
| ] Category: Test | 4 Project: DBOD | 4

~
NO Connections: 50 . DB Size: 500 GB

. Description: Test instance until February edited

£ [
State: OK 'V File management

: 09/12/2011 9:09:36 :09:
Creation Date: O o 09:36 —Acnnﬁguratlonﬁles 08:44

Select a configuration file and press upload or download to copy itto or
from your instance

my.cenf - U .
— &) siow logs

me Select a file and press download to open the slow logs in a new window

slow_queries.log - .

o Cancel

20
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Are you experiencing problems with DB On Demand? Contact us

Py
State: Running [ # Username: icoteril
DB Type: MySQL e-Group: it-dep-db . 4
Creation Date: 24/11/2011 Expiry Date: 08/02/2012 | A
| ] Category: Test | 4 Project: DBOD | 4

~ ~
NO Connections: 50 . DB Size: 500 GE .

~
. Description: Test instance until February edited. [

-
2120 3 b
|
£
State: OK 'V Requester: dgomezbl
Creation Date: 09/12/2011 9:09:36 Completion Date: 09/12/2011 9:09:44
Upgrade database version
-~

Upgrade your database from version 5.5.20 to
version 55217

@ cancel Accept @ [

o

TR

TERTTY,

21
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CERN Home | IT Home | IT-DB Home | Phonebook  Welcome Daniel Gomez Blanco -

DB On Demand

Home Admin Help Admin Help

Are you experiencing problems with DB On Demand? Contact us

Help Contents

M to Manifesto
Disclaimer
Request an instance

DB On Demand is a service which empowers users to create and manage database instances using a simple and intuitive web interface. Although
MySQL is the only database system supported at present, the architecture has been designed to be flexible and we should be able to support other
relational database systems in the future.

..

« Management of your instance

o Basics DB On Demand has been developed to provide, in a scalable way, database platform support for people who cannot use, the Oracle relational
nd stop an instance database service. If you need to manage your own MySQL instance today to support a simple database application, the DB On Demand service offers
N automated backup and recovery services as well as guarantees of service continuity in case of hardware failure.

The need to offer support based on different database systems is on the rise within our user community. For example, one use case includes certain
applications certified for running with non-Oracle databases (i.e MyS0L) Additional use cases are based on the desire expressed by user groups in
being able to easily deploy and maintain different DBMS systems for their internal applications development. DB On Demand will cover this need
offering users an easy way to create and manage their databases through a system that is fully integrated with different CERN technologies.

The following document provides a brief introduction to DB On Demand and its architecture.

DB On Demand offers

* Full DBA privileges on a database running in a preconfigured virtual machine.
= Configurable backups. Possibility to send consistent full backup to tape.

= Configurable pointin ime restore with binary logs utilization.

* System administrative operations and database system updates for you to install at a schedule to suit you—or, if you prefer, to be installed 3
automatically by us.

Configurable client access to the database either using operating system capabilities or database vendor ones.

In case of hardware failure based on the underlying virtualization platform database will be migrated and restarted on a different host.

DB On Demand limitations

= Mo appli 1 supportis p

= Mo DBA supportis provided.

# Only single instance databases are supported. Applications with specific high availability requirements should use the more functional Cracle
database service.

= Similarly, applications requiring advanced features, such as replication or clustering should use the Oracle Database service.

#» Mo supportis provided for linking between DB On Demand databases or between DB On Demand databases and centrally managed Oracle
databases.

DB On Demand limitations for MySQL
= The InnoDB engine must be used to ensure correct functioning of the backup service.
Important Note:

DB On Demand users have DBA privileges on their databases and may be responsible to the scheduling of operating system and database system
patches. As such, DB On Demand users, are entirely responsible for ensuring that their systems, and the use of their systems comply fully with the

Rules for the use of CERN Computing Facilities and also with any specific security rules for databases. Failure to comply with these guidelines may
lead to a DB On Demand database being shutdown with little or no advance warning. -

22
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CERN Home | IT Home | IT-DB Home | Phonebook  Welcome Daniel Gomez Blanco -

' "patabase

ERVICES DB On Demand

Home Admin Help Admin Help

Are you experiencing problems with DB On Demand? Contact us

Help Contents

Documentation

DE On Demand’s documentation is managed using CERN's TWiki. This approach takes advantage of all the features provided by TWiki, like versioning,
topic linking, user permissions, etc., to then render the content of the created topics on an IFrame inside the DB Cn Demand help web pages (user and
administrator). There are two main parent topics defined for user and administrator documentation:

« Deveiopment

# Userdocumentation: This topic is stored on the public DB web in order to allow any authenticated user to view the content. it contains all the
information needed to use DB On Demand: manifesto, disclaimer, user manual, etc...

« Admin documentation: This topic is stored on the private DB web in order limit access to these documents to members of the [T-DB group. It
contains information for development and administration purposes.

. Mmlnlsh’ahqn . Documents must be created on the corresponding parent lopics depending on their content. One of these two templates must be used:
o Specifc configuration

Both templates are almost the same, there is only one difference: User template defines the Twiki parameter DENYTOPTCVIEN = TWikiGuest in order to
force the authentication of the user. This is necessary due to attachments used as links in topics (e.g. pictures). If a user is not authenticated, he will be
using the TWikiGuest identity, and he will not be able to see the content correctly. As S50 is used for DB On Demand, this is not an issue. The user is
automatically authenticated on TWiki because he is already authenticated on DB On Demand.

These templates also define a style sheet, it must be used to be able to render the content correctly on the DB On Demand website. They also define the
o Common procedures format for topic titles and section titles. The tag <noautolink= mustcontain the whole content to avoid automatic creation of links to TWiki pages, which
would resultin a bad presentation and uncontrolled behaviour inside the IFrame.

o Oracle installation
+ DBOD meetings When a new topic is created a link to this topic must also be placed in one of the two parent topics. NOTE: Don't use the WYSIWYG editor on these

tables of contents. It does not interpret the document properly. These parent topics act as a table of contents for the entire documentation, soitis
crucial to maintain them when a new document is created. To make content edition easier, there are two groups of links in each of these parent topics,
conditionally rendered depending on the URL used to view these tables of contents:

« The first group is used to display the links using the parameter target="dodhelpcontent” to load the content on that specific IFrame, and the
request parameter templa‘te:viewplain to present the content with no TWiki frames or extra content. This block of links is only rendered when
the request parameter template is defined for this topic. That behaviour is achieved using the following expression on the container DIV:
style="display: %IF{ "defined 'template'" then="block" else="none"}%"

The second group is used to display the links to normal TWiki pages, so they can be edited. This block of links is rendered when the topicis
viewed using a normal URL. That behaviour is achieved using the following expression on the container DIV: style="style="d1splay: %IF{
"defined 'template'" then="none" else="block"}%"

.

After the creation of a new topic, a link to that topic must be placed in both blocks to allow correct navigation both on TWiki an on the DB On Demand
website.

If you want to create a link to a website that is not part of this documentation, please use target="_blank" to force the web browser to open itin a
different window.
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_ IAdmin ({ignacio.cern.ch) x SQL Editor (ignacio.cern.ch) x |

File Edit WMiew Query Database Plugins 5cripting Community Help

EEEEEE [ @ o = =
ACTIONS Query 1 >(|
# Execute SQL File 1% use tpcc; =
% Add Schema 2@ select * from district limit 1@;
E% Add Table
= Add View
[ Add Routine
SCHEMAS -
» [= dbtest
b = dod_dbmon
p = phpmyadmin
= [ test
[ Tables
B Views
1 Routines L
b tpee T [
Overviewl()utputlSnippem Query 1 Result >-(| ““““
Connection Information Ko << o f [ e B Bl [ i HE HH [ S I «“\ [Filter:l—[Fetched 10 records, more available. Duration: 3.692 sec, fetched in: 0.004 sec 4=
Mame : ignacio.cern.ch # | d_id d_w_id d_name d_street_1 d_street_2 d_city d_state d_zip d_tax d_y
ggi\t’ér: ;%gﬁio'cer”'ch:sme ;11 1 fFSuELo |0fFpj2FQz b9beweMwehBZK eEfx00EMTTICT dT 263013893 :0.13 508
Version: 5.5.17-log 2 i2 1 4BlgNhcNVg | wHr7kGiDtuob JyuiRmKWvVEA]ImgUa00 | GVcUDnN7ZUps ka 499316880 :0.20 508
User: dod_mysql 3 3 1 pi2gzr Rl4prdHgUfO4Usy 1I8GOKULY|5 1y ZCWIG)7sYoMDCOF3KTLS | |I 111685894 i 0.16 508
4 14 1 sZdisP GaTwdINwBSFwHsekc APWmd2cDdLG3INXbo EZo8kNf8G)tgclD8 rg 850440398 | 0.12 505
5 i5 1 S5fBwlqg FB8wSix|oi8w3 fkSOMGjeUH4ZuF veZACVEUQViG6dcTnFpDd | TN 822382584 :0.10 505
5] [+ 1 mzkeNFMT yZdDOppOICCEMSiGw eUABETvwsVICw AvdMuQ9sij4vsSUbJRE v 486831793 | 0.20 508
i 7 1 kfLAoBg7 JAhKUSZQ2vXAPZAO|LKS | jcK4m7DcCQMMNT epEBFGT | QULYE2sBuXulUpwGw9 = 421327086 :0.13 508
8 :8 1 Yd3Pgta QU3DOH8X8F4Hjj5 Z4Yi8qCgRD656 cU9fivuglls5immNmMP | 2X 065825863 :0.11 508
9 9 1 ohZivah dOoKOL4kIMk OwSvMilrddsgRXD82 paNpul9wTsGD8 TZ 838707119 :0.16 508
10:10 1 FiW2IrgA Z63pMGVONUZpkb8 H]BOzwbhQdzHT7rODuUFX  9XTd7HLIPyzj7Lg uQ 874351081 :0.18 509
I‘I ““““ I _bl

Query Completed L
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dod_command_definition dod_jobs
P #* command_name VARCHAR?2 (64) PF * username VARCHAR?2 (32)
P+ type R ——x%<PF + db_name VARCHAR? (128)
* exec VARCHAR2 (2048) PF * command_name VARCHAR2 (64)
= pk_dod command_definition (command_name, type) PF * type VARCHAR2Z (64)
P * creation_date DATE
completion_date DATE
il stances * requ.ester . VARCHAR?2 (32)
= * admin_action INTEGER
P * username VARCHAR?Z2 (32) + state VARCHAR?2 (32)
P * db_name VARCHAR2 (128) log CLOB
= FLElAL G 2 X< result VARCHAR? (2048)
* category email_sent DATE
* creation_date B
expiry_date iz= pk_dod_jobs (username, db_name, command_name, type, creation_date)
* db_type VARCHAR2 (32 i
* H . . . .
dhdee INTEGER Authentication & Authorization based on
no_connections INTEGER t incipal +
project VARCHAR?2 (128) requestor principal + e-group
description VARCHAR2 (1024) ) ) )
version VARCHAR? (128) DBOD instance registered in FIM as an
state VARCHAR2 (32) application resource. Transfer of ownership
status CHAR (1) also achieved via FIM. *
&= pk_dod_instances (username, db_name)
< unique_db_name (db_name) dod_command_params
PF * username VARCHAR?2 (32)
PF * db_name VARCHAR2 (128)
dod_upgrades PF * command_name VARCHAR2 (64)
*
P + db_type VARCHAR? (32) PF* type VARCHAR? (64)
. PF * creation_date DATE
P * category VARCHAR?2 (32) p - VARCHAR? (64)
P * version from  VARCHAR2 (128) ”alme CLOB
© version_to VARCHAR2 (128) value
@ pk_dod_upgrades (db_type, category, version_from) @ pk_dod_command_params (username, db_name, command_name, type, creation_date, name)
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onitor

CERNIT

Home

Lemon Monitoring

operating system(s)
achitecture (kernel)
up time (since)

CPU (count/logical)
memory (swap)
cluster (subcluster)

IP address(es)

state
status

E o= @ A &® B

Host information

Documentation Alarms Metrics

Information for Clusters / database / dbvrts1029

Misc Help

CPU utilization

Since 06.02.2012 the
new Lemon web

frontend is in production.

This version will remain
active during 2012.

Hide forever

Red Hat Enterprise Linux Server release 5.7 120
(Tikanga) 100
x86_64 (2.6.18-274.7.1.2l5) 80
& days, 5h:21m ¢ 60
(Thu, 05 Apr 2012 09:40:46 +0200) 40
IntI(R) Xeon(R) CPU L5520 @ 2.27GHz (1/2) 20
]
12022 MB (8189 MB) 18:00 00: 00 06: 00 12:00
database (database/DRUPAL) mUser aver:101.1m max:BO5.2m  min:10.0m curr:410.6m
W System aver:83.1m max:303.0m min:44.3m curr:173.6m
%21212,12,1222805(1&1:(1(1312) W Nice aver:0.0 max:0.8 min:0.8 curr: 9.0
172.31.133.51 (eth1) Idle aver:99.6 max:99.8 min:98.4  curr:99.2

I0 Wait aver:24.Gm

maintenance
Available

max:327.8m  min: 0.8 curr: 1. Im

TRO  aver:132 Gm max:181.8m min:120.0m curr:140. 0m
Soft IRQ aver:30.2m max:295.5m min:0.@ curr:52.8m

Bytes/s
o
=
=

ol s,

MNetwork utilization

Iy [z

18:00

m eth@ in  aver:741.8
]

W ethl in  aver:193.2
W eth? in  aver:7.0
W eth? out aver:0.0

0o0: 0a 06: 00 12: 00
max:14.5k min:386.4 curr:46a. 8

ethD out aver:176.9 max: 8.6k min:41.0 curr:81.9

max: 7.5k min:92.2 curr:232.7

ethl out aver:371.1 max:2. 7k min:10@.2 curr: 1. 8k

max:54.8  min:0.0 curr: 0.0
max:8.0  min:0.0 curr: 0.0

= Set span: | day

|| ofrset:| null

Search entities:

| |\.I'ir‘t|.|a| Clusters k| Clusters b‘ Racks >| Hardware types >|\.I'ir‘t|.|al Batch b| Services >|

Use of host partitions

Bytes/s

|/ aver:2.0 max: 8. 0 min:8. @ curr:g.@

18: 00 ee: 0e 06: 00 12: 00

Number of users and 1-min load average

count

Number Of Users

m
500 m
400 m
308 m
208 m

Load average

Department
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B! Restore of a DBOD instance Sl

Department

- Based on snapshots
— Restore time reduced to a few seconds

* Full restore of whole database

« DBOD Iinstances configured with binary logs
— Point-In-Time Recovery

Scheduled snapshots
DBOD instan s W

. > TIME . >
= =; PITR NOW
Active File
System Manual snapshot

Snapshot space re-gained by the
shap reservation area

Active File Binary logs
System
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