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Hera – the lB lustre part

●  IB based, commodity hardware (cheap :-) )
    Even boot is over IB ( low latency booting :-) )
●  Installation & configuration in a couple of days
   thanks to our Chef based fabric management :-)
●  Independent Ethernet network for IPMI Modules
●  Connected via LNET router cluster to IP lustre
● „Pilot“ Version with 2.400 disks
● Two independent „thermal measures“

● System temperature based on IPMI Modul
     => graceful shutdown if threshold reached

● Rack temperature inside/outside door above thresh.
     => emergency shutdown of PDU  
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Lustre at GSI: about 7000 disks, 6.5 PB RawLustre at GSI: about 7000 disks, 6.5 PB Raw
150 Fileserver, about 1 Tb/s I/O150 Fileserver, about 1 Tb/s I/O

IP lustre
4.500 disks LNET Router

Cluster + 
cvmfs proxy

Hera
IB lustre
2.400 disks

IP Farm Prometheus
IB cluster 

IP router

 <--------   Ethernet                         Infiniband -------->       
IP switch              IB switch

IB
„Pilot“
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Prometheus / Hera
- IB cluster in the Minicube

●  Prometheus: 10,000 core IB cluster pilot
●  Hera:IB  pilot with 2,400 disks lustre, 50 File servers, will be 
    extended soon ….
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● Few weeks in operation now 
● 1.000.000 physics jobs already finished 
●  6 PB data throughput per week (few users ...)
●  ~.5 Tbit/s I/O troughput already reached 
    (in the Hera part, limited by the switched backplane)

=>  Already (successfully) used by 
      Alice, Acclerator-Physics, GSI-Theory, HIM

Prometheus  + Hera – first results

Walter Schoen, GSI



  

Prometheus  + Hera – 
first results (out of the box :-) )

● IB works reliable
● Speed measured with Prometheus

● RDMA per node: 3.1 Gbyte/s (expected: Mellanox: ~3.1GB)
● Parallel access to lustre per node: Read ~2 Gbyte/s 

      about a factor 20 faster compared to our IP clients.......   
● Fileserver performance now limited by the switched backplane..
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HPC Test
450 Gbit/s
(close to the
backplane limit)

Alice Train,
     160 Gbit/s
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Few days,few users:
6 PB I/O …..



  

Next Steps:
add more discs soon …..
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