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ATLAS and the SCT

> The ATLAS Detector
o« Muon Spectrometer
o Calorimeters
o Inner Tracking System

B . | coked at Vs = 7TV pp collisions
delivered by the LHC in 2010 and
2011. s rises to 8TeV in 2012 and in
the future to even higher energies

> The Inner Detector of ATLAS:
o Pixel Detector

o Iransition Radiation Tracker (TRT)

> Operating in a 2 Tesla
magnetic field
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The SCT

> 6.3 million silicon strip channels > Barrel module
o a total of 61 m? of silicon
» cooled to -8~+5°C with C;Fg
> 4088 modules

o One shape
o 80 um pitch

D i
o 2112 on 4 barrel cylinders | Niim !—\
o 1976 on 18 end-cap disks, 9 on each end | r H
> Consists of back-to back planar sensors, “
glued to a thermally-conductive baseboard i’
» with a 40 mrad stereo angle z

> End-cap module

o One of the five
different shapes

o 57-90 pm pitch

1536 channels per module

Up to 500 V bias voltage
Optical communication
5.6\W/module (->10W after 10y)

:--' 77.7'4 : . .
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SCT Front-End Electronics

> 12 ABCD ASIC front-end chips (6 per module side)
o 128 channels per chip
o Binary read-out scheme with a 132 bit deep buffer
o 40 MHz (25 ns) clock
o 20 ns front-end shaping time

PreAmp+Shaper

= /H>ﬁ>

Test-Input

Charge Injection
DAC

Threshold Voltage

“Shaped” input

“Logic” output of

comparator
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Comparator

to Comparator

Edge-Detect circuit
Binary Pipeline (132 deep)

Data Compression

Circuit Readout Buffer

A 4

\ 4
A 4

- 3 pipeline bins read out,
centered on L1A trigger

« Hits contained in 1 or 2 bins
« Data compression and
different hit modes applicable
depending on run conditions

v
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Redundancy Schemes

Vertical Cavity Surface Emitting Laser

LinkO Data VCSEL
Link1 Data VCSEL
TT1C P-I-N
LinkO Data VCSEL
Link1 Data VCSEL
TT7C P-I-N
LinkO Data VCSEL
LinK1 Data VCSEL
TTC P-1-N
LinkO Data VCSEL
Link1 Data VCSEL
TS P-I-N
Faulty Fraction [%)]
Readouts Barrel Endcap A Endcap C SCT
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> Standard operation

o Allchips, VCSELs and
fibres ok

Dead chip bypassed
o« VCSELs and fibres ok

Broken RX fibre or
dead RX VCSEL

o« For barrel modules, lose
master chip of lost link

Broken TX fibre or dead
TX VCSEL

o Clock/control signals taken
from neighbouring module

Typical snapshot of
optical readout status in
SCT



SCT DAQ and stability

ROD e xigats S0k - The SCT DAQ was improved with
Crate ' rol N .
Convollr gg VHE___ oo several enhancements during the
e | | o e woes last couple of years to maximise
Read Out |§| Back Of | ’ /=
a4 g data taking efficiency.
B (gpmd) | (ROD) ) (8OC) Formatted data : !
> : : lom:an ' (ART;.“;S .
' g : TTC i Senk | |Central
i ' Interface 1 (msocy | | DAQ) .
"o | Modue | ] g - Auto reconfiguration and recovery of
By [ (WD) commacs g modules which shows errors
' | > Auto reconfiguration of the entire SCT to
et counter Single Event Upsets
2 amasscr ey ' i
1 Jr=aven: [ error Rate > 10%

- Error Rate > 90%

Fraclion of Module Sides with Errors %]

Fraction of module sides reporting errors as function of time during the 2010 data
taking period

The error rate is very low
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[] LHC Delivered

[ ] ATLAS Recorded

Total Delivered: 5.61 fb’!

Total Recorded: 5.25 fb™

Day in 2011

The above figure shows the
cumulative luminosity versus
day delivered to and recorded
by ATLAS during 2011

The event display shows a Z

candidate in a di-muon decay
.with 20 reconstructed vertices
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ATLAS data taking efficiency

Inner Tracking

Detectors Calorimeters Muon Detectors Magnets

Pixel ~SCT TRT IE?Ar HAD FI;:/'I;) Tile MDT RPC CSC TGC Solenoid Toroid

99.2 995 0992 994 0988 994 991 99.8 99.3

SCT data taking efficiency Is excellent

Calorimeters Muon Detectors

Inner Tracking
Detectors

LAr LAr LAr

EM HAD EWD Tile MDT RPC CSC

100 99.9 99.8 96.2 99.8

Luminosity weighted relative detector uptime and good quality data delivery during 2010 stable beams in pp
collisions at Vs=7 TeV between March 30" and October 315 (in %). The inefficiencies in the LAr calorimeter will
partially be recovered in the future.
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SCT Configuration in ATLAS

Typical SCT configuration status (May 2010)

Disabled

readout Barrel Endcap A | EndCap C | SCT Fraction %
component

Modules

Chips 33

Strips 3628 10673

Disabled Module details

Barrel Endcap A | Endcap C SCT Fraction %
Total 10
Fraction % 0.2

The 13 disabled modules on Cooling
Endcap C is due to one faulty
cooling loop on disk 9

HV

Readout

0
LV 6
1
3
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SCT Calibration

> Noise distribution per chip measured &
nner barrels: 1403 e, -2.2°C
from a response curve test o 14470, 400
. Charge injection from FE chips B e anctoms shot 0. 300
- Measures hits vs. threshold (S-curve) e e ee
- Noise extracted from fit of S-curves
> Noise < 1500 electrons ATLAS Preliminary
SCT Calibration

- Which is the design criteria October 2010

- Hit threshold 1fC

Noise, noise occupancy test [electrons]

[_] Innerbarrels:  7.2e-06-
S5 Outer barrel: 1.3e-05,

Middle endcaps:1.1e-05,-
| | > Noise Occupancy per chip

- Measures noise occupancy as a
function of threshold and extract

the input noise

Noise Occupancy. about 10>
- Design criteria < 5x10+*
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ATLAS Preliminary
SCT Calibration
October 2010
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TX VCSEL ISSUES

BOC Block Diagram The major operational issue has
been failure of the optical TX

VCSEL arrays used to send

command signals to the modules

> Initially attributed to ESD damage
due to poor precautions in the
factory

New production batch installed in
2009 improved lifetimes

> However started to fail again soon
after, this time attributed to humidity

> Being gradually replace with TX'es
from new vendor with improved
humidity tolerance
Also now operated in lower humidity

> Redundancy schema has minimized
Impact on operational efficiency.
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Radiation damage

> The collisions at ATLAS give
rise to radiation background
which damage sensors and
electronics

> The effects are being
monitored through the sensor
leakage current

> The measured fluency and
predictions are shown In the
pIOt and are In exce”ent 2010 2011 2011 2011 201 2012
ag reement Oct 01 Jan 01 Apr 02 Jul 02 Oct 02 Jan 01
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> The measured leakage currents of the modules are slowly
Increasing, both at 50V (standby state) and 150V (on state)

Current trip limits has been increased appropriately, from 5uA to 50pA
> So far expect negligible effects on depletion voltage
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Lorentz Angle measurements

The Lorentz force affects the drift
direction of the charge carriers

The Lorentz angle Is extracted
from the minimum of the
distribution of the cluster size
versus the track incidence angle

It depends on the magnetic field
strength, module temperature,
bias voltage and radiation
damage

Model prediction sensitive to
digitization model used in
simulation

Measurements of both cosmic
and collision data in agreement
with model predictions

2.4F ATLAS Preliminary
Run 141811 Preliminary

- SCT Layer 0
. SCT Layer 1
v SCT Layer 2
° SCT Layer 3

clusterwidth (strips)

»
o

Model with 1 ¢ uncertainty

ATLAS Preliminary o i, 141749

b4 October 2009 Cosmics
o Run 141811

£
o)

s
»

4.2

N

—
12}
03
15}
o
>
)

o

A

@
=2}
=

<

N
c
o
e}

|

w
©

w
o

w
N

P. Johansson Trento Workshop 2012- Ljubljana 13



Alignment

I E @ Data 2010 ATLAS Preliminary 5 e Data 2010 ATLAS Preliminary
Th e a-l I g n m e nt WasS FWHM/2.35=42 pm SCT barrel FWHM/2.35=44 um SCT end-caps
d e rlved u Sl n g traC k 2 © Monte Carlo O Monte Carlo

FWHM/2.35=34 um FWHM/2.35=38 um

based global x?
algorithm

The residual Is
defined as the
measured hit position e S S S S
minus the expected Resicual {mm)
from the track 00k Moo ATLAS Prlminary

® Autumn 2010 Alignment ATLAS Preliminary
FWHM/2.35=38 um SCT end—-caps

E
extrapolation L ke Pl R A R
The projection of the P :
residual onto the local i 3 R
X co-ordinate Is shown { | F o
The alignment i ” o 0.2 : 01 02
continues to Improve Local x residual Local x resicual [mm]

with time
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Hit Efficiency

Intrinsic Hit Efficiency:

# of hits/# of possible hits on tracks
Requirements:

P> 1GeVic

= 7 Hits for SCT standalone Combined Tracks

> 6 Hits for ID combined o St Tk G0 Bt
Hlt EffICIenCy >>S 99% - Mean = 99.93 % 2010 \Js = 7TeV data .

- > 99% design criteria o o 2 o s

SCT Hit Efficiency

Oinner Oouter 1inner 1outer 2inner 2outer 3inner 3 outer

SCT Hit Efficiency
SCT Hit Efficiency

Combined Tracks Combined Tracks
Mean =99.75 % ATLAS preliminary Mean = 99.76 % ATLAS preliminary

SCT Standalone Tracks  SCT Endcap A — SCT Standalone Tracks  SCT Endcap C ]
Mean = 99.81 % 2010 Vs = 7TeV data _| Mean = 99.82 % 2010 Vs = 7TeV data

0 00,7 in.1 ; i3 o & ined S i 6 i ? o 8 i 8 . 04n, 00,7 inyd ; 3o in 4 5 i 6 i 7 0r 8 inn 8
’nn9,0ute,.’ffnerouig,'nnﬁ,%fg/frneroute,’"nerou}grfnneroug/nne,ou@nnerou{g,’frneroufe, ’nneroute,"meroufgr’nng,%{ggnnS,OUfe,’nnerou{g,’nnerowgr’nne,ouzg,’nnE.,Ow‘g,’nne,%ze,
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Summary

SCT shows an excellent performance during the first two
years of physics data taking

o With an overall data taking efficiency of iIn 2011

. of the 6 million channels operational

o All design criteria as noise, efficiency, tracking and alignment

has been fulfilled

The evolution of the leakage currents are in good
agreement with expectations from radiation damage

No significant operational issues besides TX VCSEL

deaths

o Small impact on physics data taking due to the very important
redundancy schema

The SCT Is ready for renewed data taking at higher
energy and luminosities
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Timing
> The ABCD chips binary read-out means that it reports “hit” or “no-hit”

above the 1fC threshold. It samples hits in 3 consecutive 25 ns bins, and
will report a “hit” in the readout depending on the chosen hit mode pattern.

- XXX mode, for timing in, cosmic rays and
=75 ns bunch trains

- X1x mode, for 50 ns bunch trains (currently
used)

-  01x mode, will be used for 25 ns bunch
trains (rejection of hits from earlier
CO”iSiOnS) T TR 5 0 5 10 15 20 25

TIM delay offset(ns)

ATLAS Preliminary

SCT timing scan for one module
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Above plot shows the fraction of in-time
clusters on tracks as a function of the

| delay offset, taken from a timing scan
Mean of the 3 b|t hlt pattern across SC E done in 2010. All 4088 modules
T T T T T T T P T T T L optimized for 01x (1ns precision)
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Comparison of fluences

capsﬂ
easonadle

agreement

Comparison of 1MeV neutron equivalent fluences determined from
leakage current measurements and FLUKA predictions at 7 TeV
Data from 2010 with a integrated luminosity of 48.6pb-t
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Occupancy and Rate Limitations

Occupancy [%] Rate Limits [kHZ] Complex DT Event
Size/ROD [kB]

8/53

8/170

8/1395

8/2755

> The above table demonstrate the various rate limitations for various
occupancies.

> At an occupancy of 1%, which is expected for 23 interactions per BX at
14TeV, the rate limit Is ~90kHz and imposed by the S-links

well above nominal peak trigger rate of 75kHz

> Complex dead time: Maximum numiber of triggers within a given number
of BC. Limited by an ABCD 8-deep event bufier
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