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For luminosity and proton-proton total cross sectior il B T i l[—h
measurement, the standard LHC Physics optics has be  apas || | [l BT iu = u\/_i e
modified for TOTEM [1] and ATLAS-ALFA experiments Roman Pots

[2] in the so-called High Beta optics with* = 2625m as 240m
an ultimate optics for ALFA. The high beta optics takes

into account the whole LHC ring. Protons are tracked fror'&igure 1: Beam line for the Roman Pots around IP1 (AT-
the interaction point to the detectors. LAS)

Intermediate optics off* = 90m have been simulated
and tested on LHC in year 2011 with datas taking for botfering measurements with the Roman Pots with relevance
experiments_ The know|edge of the optics parameters pr@r the total cross-section and elastic Scattering Cross se
cision has an effect on the final measurement and leat8n determination. Also it has given the opportunity tct tes
to systematic uncertainties. The goal is to determine arfteW highj optics in the LHC.
quantify how much systematic uncertainties impact on the The 90m 3* optics parameters are listed in table 1.
measurement.

Table 1: 9Gn optics parameters for beam 1. When two val-
ues are given, they correspond to two successive

INTRODUCTION

Measurement description RPs
For the ATLAS experiment at LHC the absolute lumi- LHC version V6.503
nosity will be measured by the ALFA detectors which IP1 RPs
consist of Roman Pots (RPs) on each part of the interaction i
point (IP1) in the forward direction at 240 distance (see E"(/zm;ﬁzi) 536 >2<.?0—10 gl Egg égggi%gg?
Fig. 1). The RPs are compact detectors designed to operatg;? H ' Y . X

very close to the beam when it is stable and to be extracted” (m) 86.39 o (pm) 0.268-0.253

) ! “ (m) 90.16 o, (um)  0.678-0.646
)
during setting up phases. o (mm) 0215  Ap, (27)  0.515-0.521
To perform the measurement, the proton-proton elas;ticaz,(mm)d 0224290 Aty (2m) 273?350226255 ?623
scattering interactions occurring at the IP must be tagged”=, (urad) : Lot x OVAmeD9
The typical diffusion angle atTeV is 3.5urad. However %y (#rad) 2.44 Lot x -10.293-13.018

protons cannot be intercepted with such small angles

before the inner focusing triplet. As a consequence, a The corresponding-functions and dispersion functions

parallel to point focusing optics is set in the vertical gan are shown in Fig. 2

providing a 90 phase advance between the IP and the RPs. All these parameters are computed with MadX [3]
taking into account the tune compensation. Then90*

This leads to the fact the transversal position in the RR¥ptics is used for both IP1 and IP5 without crossing angle
is related to the scattering angle at the IP. Another requirbut by cons crossing angles have been added in IP2 and IP8.
ment to reach such small angles is to minimize the angu-
lar dispersion at the IP. This has been done using a specialThe systematic uncertainties consists of studying the im-
high- beta optics§* = 2625 m) for the design beam en- pact of optics parameters errors on what is called the Lever
ergy of LHC of 7TeV. arm Leg using MadX simulations and taking into account

The 2625n optics also requires a normalized emittancdirst results from LHC Highg optics runs.
close to 1um which is smaller than currently achieved an o
an inversion of the polarity of the Q4 magnet which is no ever arm definition
compatible with the present LHC operation. The lever arm can be found using the matrix beam for-

malism as in Eq. 1.

An intermediate 9@ 5* optics has been provided and

tested to give a first opportunity to perform forward scat- ( My M, 2)

= 1
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the first LHC runs on the 96 5* optics.
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The fill that has been studied here is the fill number
2232, from the 20 October 2011. Systematic uncertain-
1050. 20 ties are expected to originate in quadrupoles gradient er-

L1 rors, quadrupoles misalignments and beam-beam effects.
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50 /\ We will now more closely look into these effects.
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SYSTEMATIC UNCERTAINTIESON THE
LEVER ARM

Gradient field differences

0 155 A L0 Quadrupoles are defined by their magnetic fields and
s (m) [10*%( 3)] more over their gradienk (see Eq. 5). A modification of
the gradient is directly linked to a modification of optics
Figure 2: 90n 3* optics parameters for beam 1 parameters ie a modification on the Lever arm. The inter-
est here concerns the quadrupoleslocated in IR1 around the

Roman Pots.
with:
k L aBy

(®)

A — By : ~ Bpoe
ne Byo (cos §(s) + ayo sin ¢(s)) As already shown in Fig 1, six quadrupoles are located
_ before the RPs : the triplet Q1,Q2,Q3 and three more Q4,
Mz =y/ByoBy(s) sin ¢(s) Q5, Q6. Quadrupoles up to Q13 are included to match the

1 whole insertion to the rest of the LHC ring.

_ W[(ay(s) — o) cos ()
vOPy(s) _ In order to estimate the errors on thegradient for
+ (14 ay(sayo) sing(s) quadrupoles from Q1 to Q13, a JAVA interface has been
Buo ' provided. The JAVA interface allows to find the gradient
May = | == (cos ¢(5) — ayy(s) sin ¢(s)) k values for each quadrupoles taking into account the real
u() magnet currents used during the run.

My =

The matrix formalism allows to retrieve the position at _ .
the Roman pots from the position and slope at IP1 taking These values are then compared with the ones used in
into account the M11 term. MadX to obtain the optics parameters listed in table 1. The

gradient differencék /k found are listed in table 2.

Inserting all the previous optics parameters from the The largest gradient error is closet@ x 10~* and lo-

90m B* optics into the matrix equations, we find that thecated in the triplet. . .
position u corresponding to transverse coordinates x or y These new gradient values have been implemented in

is directly linked to the scattering angle at the IP as can BdadX. Firstly, only quadrupolesin front of the Roman Pots
seenin Eg. 2. ie quadrupoles Q1 to Q6 have been modified with the new

k values and the impact on.& , estimated (table 3).

The scattering angle (Eq. 3) depends then on the leftandThe uncertainty goes from—0.2 x 10~* and
right positions at the Roman Pots and on the lever arm as)-9 x 107,
defined in Eqg. 4. The lever arm is then completely depen-

dant on the optics parameters. Then, the same has been done with quadrupoles Q11 to

Q13, which as can be seen in table 2, have a larger gradient

urp = \/BrpBru’* (2) errorthan previous quadrupoles. But nevertheless, tte rat
on the Lever arm uncertainty stays betwéehx 10~* and
. up—ug 0.9 x 1074,
0, = Lea (3) This allows to conclude that in this case, the impact of
with ’ gradient errors on lg , is negligible.
Leftw = \/BrpB*siny (4) Misalignments

The description of the lever arm shows that systematic Misalignments or orbit distortion can affect tiefunc-
uncertainties on the global elastic proton measurement cians used to calculate the lever arm.
appear from the optics. This optics systematic uncertain- The orbit is being corrected using orbit correctors so as
ties study has been done using the first results provided bye effect on magnet misalignments on the beam. But still,



Table 2: Gradient values used during an LHC run

MadX strengths names £k
kgx.l1 —0.11 x 1074
ktgx.11 —0.66 x 1074
ktgx2.11 —0.1 x10~*
kax.rl —0.12 x 1074
ktgx1.rl —0.67 x 1074
ktgx2.r1 —0.12 x 1074

kg4.ribl —0.11 x 1074
kg5.ribl —0.11 x 1074
kg6.ribl —0.11 x 1074
kqtl11.ribl 0.06
kgtl2.ribl -0.02
kqtl3.rlbl -0.17
kg4.11b2 —0.15 x 1074
kqg5.11b2 —0.11 x 1074
kqg6.11b2 —0.11 x 1074
kqtl11.11b2 0.14
kqt12.11b2 -0.01
kqt13.11b2 -0.01

Table 4: Impact of quadrupoles misalignements ef |

Leffy
Without misalignmentg ~ 277.804266
Qlto Q6 277.804265
ALLffffyy < 10~* negligible
Q1lto Q13 277.8042614
ALty B —
LL—ffffy‘ < 10~* negligible

Table 5: Linear tune shift parameter for different bunch
population and a normalized emittance of

2 pm.rad
N ¢
4 x 101 | -0.00246
7 x 1010 | -0.00432
1.5 x 101 | -0.00926

Table 3: L uncertainty at each roman pots taking beam-
beam effect into account

Roman Pots ‘% (%) ‘%ﬁyy (%)
XRPV.A7TR1.B1| 0.9x10°* | 0.2x107*
XRPV.B7R1.B1| 0.7x10~* | 0.2x 107*
XRPV.A7L1.B2 | 09x10~* | 0.2x10*
XRPV.B7L1.B2 | 0.7 x10"* | 0.2x10~*

have a misalignment of 1 mm. This misalignement is not
really achievable but if this quite high misalignment value
doesn't give significant errors, no realistic misalignnsent

will give significant errors.

Misalignements have been firstly applied on several
quadrupoles from Q1 to Q6 and then, for more precise re-
sults with all quadrupoles in IR1, from Q1 to Q13. The
results are summarized in table 4.

Even for the high quadrupole misalignements value of
1 mm, the impact on thedg , value is still negligible.

Beam-beam effect

the orbit correction is not completely perfect. As we can . .
see on Fig. 3 for beam 2, the RMS orbit is about 0.053mm 1€ last effect which was thought to impact on system-

in horizontal and 0.061 mm in vertical.
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Figure 3: Orbit RMS from LHC elogbook for beam 2

atic uncertainties is the beam-beam effect. Beam-beam ef-
fect is quantified by the tune shift induced by a linear kick

(Eq. 6).

_ .A/
AQ, = Pz AT ®)

T =z

For round beams, the linear beam-beam parameter de-
fined in Eq 7 is equal to the tune shift.

e= Mo @

dmen

N is the bunch population and. the classical proton
radius. Table 5 summarized the linear tune shift parameter
for the emittance o? ym.rad used during the runs.

To ensure that orbit errors won't affect the lever arm and The beam-beam effect can be replaced by adding an
leads to systematic uncertainties, an arbitrary value hasuivalent quadrupole in the beam line. The:l. is re-
been chosen, higher than the RMS value. Quadrupoles wihlculated taking into account the new optics parameters.



Table 6: Lg uncertainty at each roman pots taking beam¥able 8: Unexpected crossing angle impact at IP1 on the

beam effect into account beam position
Roman Pots ‘% (%) ‘AL%“VY (%) 10 urad crossing anglein y
XRPVA7RL.BL| 0.1198 0.3015 Roman Pots | Az(um) Ay(mm)
XRPV.A7R1.B1 2.4 2.7
XRPV.B7R1.B1 0.1664 0.3016
XRPV.B7R1.B1 35 2.6
XRPV.A7L1.B2 0.1198 0.3015
XRPV.A7L1.B2 -5.9 2.7
XRPV.B7L1.B2 |  0.1664 0.3016 XRPVBTLLEB2 | 6.9 o6

Table 7: Systematic uncertainties summary Table 9: Emittances measurements and errors during fill

Al 2232 for bunch population af x 1010

Lesty

k values compared with TIMBER

€x,N ey, N | Errorx | Errory
From Q1 to Q6 0.2x 1074 Beaml| 2.302| 1.748| 0.22 0.064
Beaml| 2.362| 1.999| 0.236 0.022

From Q11 to Q13 0.6 x 1074
Misalignments negligible vertex smearing, emittances and angular divergence
from the 90m 5* optics measured during the run.
Beam-beam effect 0.3%

o the tracking of these elastic protons with MadX using
90m S* optics from IP1 to the RPs.
The results obtained with a bunch populatiorivot 10¢ _
similar to the bunch population during the fill 2232 are in ® the collection of the data at the RPs and acceptance
table 6. calculation
The beam-beam effect ding is of about 0.3%. It seems
to be the dominant effect for the time being. Nevertheles?é
this effect can be corrected during a run.

Crossing angle and emittances can be a source of errors
r the acceptance therefore it has to be studied.

Crossing angle

Table 7 . th ¢ i tainties th Collisions for the measurement with the Roman Pots
aple 7 summarizes the systematic uncertainties gtr’e head-on. But if an unexpected crossing-angle is added,

have been stu@eo!. L . .the beam is shifted at Roman Pots location which can
These are first investigations concerning the uncertalrer

Global summary

ties, more are needed to check if other effects can also i
pact on L.g. However, from these first results we can con
clude that L.g seems to be a robust quantity.

rovide alignement considerations problems. The values
or 10urad crossing angle (value measured by BPMs
during the run) are listed in table 8.

The mean offset found at the Roman Pots foradd
TRACKING AND ACCEPTANCE RESULTS crossing angle in vertical y position is close to 0.3mm
An important parameter for the measurement is the aghereas for 1(rad the offset is close to 3 mm. This con-
ceptance which is the ratio between the elastic protons cdirm that the knowledge of the crossing angle value with a
lected after the tracking at the RPs and the generatedelagipod precision is rather important.
protons at the IP. )
This acceptance is determined by the simulatior{Emlttances
Indeed, when elastic protons are collected at the RPs,During the run, the emittances have been measured
the way to know the initial t-spectrum goes through theising Wire Scanners. The emittances values measured

acceptance value. for colliding bunches wittv x 10'° protons are shown in
table 9.
The simulation for ATLAS/ALFA beam line example is
made of three different steps. To take into account the emittances errors, proton

elastic generation used for acceptance calculation has
e the generation of elastically scattered protons usinigeen changed applying an error 6f0.2ym.rad. Then
the Monte Carlo generator PYTHIA [4], defining alsoprotons are tracked and the acceptance is computed. The
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final acceptance has been compared to the acceptar[lgge
result without any emittance errors. Both acceptance al#l http://home.thep.lu.se/ torbjorn/Pythia.html
shown in Fig. 4 and numerical acceptance parameters are

summarized in table 10.

Optical and detector acceptance
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Figure 4: Acceptance results with and without emittances
error

If the emittance increases of about Qi#.rad, looking
only at the elastic protons that have hitten the sensitive
area of the detectors and when the detectors are placed
at 80, the error generated on the acceptance is abot 0.2

PRELIMINARY CONCLUSION

L.g is a very robust quantity. Nevertheless, the accep-
tance and alignment corrections determined with full sim-
ulation leads to about % uncertainties. For the moment,
no major known optics leads to large uncertainties.

Furthermore, large unknown effect would have been
seen ing-measurements. The largest effect found, up to
now, is the beam-beam effect with 0Z3uncertainties com-
pared to the optics ones of less thathl But this effect
could be possibly corrected.
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