Present

Jaime, Ulrich, Gavin, Diana, Miguel, Maria, Judit, Dirk, Olof, Yvan, …
Outstanding Issues & Actions
· Cleaning of databases prior to multi-VO tests

On several occasions, the database behind various services have needed to be "cleaned" to prevent performance degradation. This has applied to CASTOR DBs, FTS, dCache etc. Have all the necessary cleaning operations been performed at CERN and outside sites ready for the multi-VO throughput tests starting March 26th? Should these operations be performed regularly? Automatically?

Still needed? CASTOR done.

FTS? Need to understand fragmentation and relay information to tier-1 sites.
· Experiment servers / services: status

See wiki pages linked on the agenda.

Also affects ATLAS "Tier1" VO boxes that are being setup / tested at CERN.

5 June - a meeting with CMS computing management has been setup for 19 June to discuss this and other service-related issues. An IT pre-meeting was held 5 June - notes attached.

Wanted to classify services from 10:“super urgent” to 1:“it can wait”.  However, didn’t seem to be a good solution as it involved commitment to fix services in 30 mins – can’t realistically commit to this.  Working group being set up to look into this.  Will look at improving resilience of services.  Progress expected within 1 month.
· LFC for LHCb - replication to additional Tier1 sites

We agreed to finish the setup of the LHCb r/o LFC replica at all  

LHCb T1 database clusters during the next two weeks. This will allow the LFC teams at T1s to setup the LHCb LFC front-ends independently and connect to the local DB replicas (in the LHCb cluster). Eva will pass around a concrete plan in the next days

Dirk: Propose that we go ahead with the replicas and run them.  Will make sure that databases are in place.
This request has to be made clear to the sites.  Also that it is a request specifically from LHCb.

· Status of experiment use of 3D services

Site administrators will share knowledge with 3D group regarding setup of databases for FTS, LFC, etc.

Currently running tests to determine whether the tier-1 sites have sufficient CPUs in their database servers.

LHCb shipping much less data than ATLAS. However they are shipping data regularly.
ATLAS are trying to ship a realistic amount of data. Doing well so far.

For each experiment it is only 1-2 people running these jobs. Not really any analysis users involved.
· WLCG Intervention Log

Grabbed from EGEE broadcasts...

· Other changes in the pipeline

Nothing reported.

LCG Service Review
· Certification / Pre-production 

See report linked to agenda.

Maria: what about VOMS 2? How is it doing in certification?
Nick: I’ll chase up with Oliver.
Maria: And what about extraction of configuration data from VO ID cards in CIC Portal?
Nick: This is in progress. Need to coordinate YAIM Configuration tool with release of YAIM 3.1.1 (as YAIM 3.1.1. will not contain detailed configuration for any of the VOs.)

· Monitoring, Logging & Reporting

IN2P3 are in scheduled down-time but did not update the SAM monitoring flag to prevent monitoring of the service nodes.  Hence SAM tests are being sent to the site.  However, SAM should show the test results in grey (as the site is in down-time) but it is showing then in red/green.  This means that  the grid operators are receiving many alarms for a site which is in down-time.  This needs investigation by the SAM team.
GridView does not presently take scheduled down-time into account which means that it will simply show the site as failing tests.  However, the functionality to “grey out” sites which are in scheduled down-time will be in the next version of GridView.
· Core Grid Services: Workload Management
See report linked to agenda.

· Core Grid Services: Data Management

See report linked to agenda.

· Fabric & Infrastructure Services: Databases
See report linked to agenda.
Dirk: Recovery and re-sync with tier-0 tested at 4 tier-1 sites last week.  This went well but needs to be tested at other sites.
· Fabric & Infrastructure Services: Authentication & authorisation

See report linked to agenda.
The pending request on increasing the length of VOMS attribute lifetime for Alice came up in the LCG SCM meeting.
The suggestion was to give the security group a deadline of 1 July to complain and raise the issue with Alice - if they don't complain by then, implement the request.

· Experiment Issues

Wiki page is here: https://twiki.cern.ch/twiki/bin/view/LCG/LcgScmStatusExp 

The primary purpose of this item is to bring up any (hopefully rare) issues that are in danger of becoming "hot" if not given attention. 

By definition, this must be used sparingly (i.e. not for every single problem seen by an experiment) and experience has shown that these issues should be raised in advance, e.g. the day before (or even earlier if possible...)

No representatives from the experiments were present.

AOB
· Next meeting on 11th July.
