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σtt: e/µ+jets 
�Signature

�1 isolated e or mu

� jets, missing ET

�Three analyses

�Event topologies (Boosted Decision Tree)

�3 b-tag categories (for 3 and >3 jets)

�Combination of BDT and b-tag

�Cross section 

�Simultaneous fit to all categories

�Systematics fitted as nuisance parameters

�W+jets heavy flavour scale factor fH also measured: 
(fH= 1.55 ± 0.09stat +0.17-0.19syst)

�Dominant Systematics

�Luminosity, signal modeling, jet identification,         
b-tagging
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σttbar = 7.78 + 0.77 - 0.64stat+sys pb

We account for systematic uncertainties in the maximum
likelihood fit by assigning a parameter to each independent
systematic variation. These ‘‘nuisance’’ parameters are al-
lowed to vary in the maximization of the likelihood func-
tion within uncertainties, therefore the measured t!t cross

section can be different from the value obtained if the
parameters for the systematic uncertainties are not included
in the fit. The effects of a source of systematic uncertainty
that is fully correlated among several channels are con-
trolled by a single parameter in these channels.
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FIG. 2 (color online). Output of the RF discriminant for (a) and (b) ‘þ 2 jets, (c) and (d) ‘þ 3 jets, and (e) and (f) ‘þ>3 jets
events, for backgrounds and a t!t signal based on the cross section obtained with the kinematic method. The ratio of data over MC
prediction is also shown. The left plots (a), (c), and (e) show the results with the nuisance parameters fixed at a value of zero. The right
plots (b), (d, and (f) show the results when the nuisance parameters are determined simultaneously with the t!t cross section in the fit. In
the left and right plots the contribution from the t!t signal is normalized to the results of the cross section measurement, !t!t ¼ 7:00 and
7.68 pb, respectively. Contributions of the eþ jets and "þ jets channels are summed.
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to the sum of predicted background and measured t!t signal
using the b-tagging method. Results for this method are
given in Sec. X.

VIII. COMBINED METHOD

In the combined method, kinematic information and
b-jet identification are used. We split the selected sample
into events with 2, 3, and >3 jets and into 0, 1, and >1
b-tagged jets.

The uncertainty on the background results in a limited
contribution of the channels dominated by background to
the final t!t cross section measurement. To improve the
sensitivity in such channels, we construct RF discriminant
functions as described in Sec. VI, improving the separation
of the signal from background. We use the discriminant in
all channels with at least three jets, where the background
contributes at least half of the total expected number of
events.

Events with >2 jets but no b-tagged jet are dominated
by the background. For these events we construct a RF
discriminant using the same six variables as for the kine-
matic method described in Sec. VI. For events with three
jets and one b tag, we construct discriminants using only

A, H3
T , and Mj2!‘

T . For all other subchannels, we do not

form RF discriminants, but use the b-tagging method
described in Sec. VII. The signal purity is already high in
those channels except for the ones with two jets, which do
not have a sizable signal contribution and are used to
measure the W þ jets heavy-flavor scale factor fH which
is the source of one of the largest uncertainties in the
b-tagging analysis.
To reduce this source of uncertainty, we measure fH

simultaneously with "t!t, assuming that fH for Wb !b pro-
duction is the same as for Wc !c production and that it does
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FIG. 3 (color online). Distributions of events with 0, 1, and>1
b-tagged jets for (a) ‘þ 3 jets and (b) ‘þ>3 jets, for back-
grounds and contributions from t!t signal for "t!t ¼ 8:13 pb as
measured using the b-tagging method. Contributions of the
eþ jets and #þ jets channels are summed.
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FIG. 4 (color online). Output of the RF discriminant for
(a) ‘þ 3 jets, (b) ‘þ>3 jets for events without b-tagged
jets, and (c) ‘þ 3 jets with one b-tagged jet, for backgrounds
and contributions from the t!t signal for a cross section of 7.78 pb
as measured with the combined method. Contributions of the
eþ jets and #þ jets channels are summed.
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Top pair event signatures

Dilepton Lepton+jets All hadronic

BG:      few                              moderate                                        huge

BR:     ≈ 5 %                              ≈ 30 %                                         ≈ 44 %

Mainly
W+jets

Mainly
Z+jets

Mainly
multijets

jet

~9%
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FIG. 1: (Color online) Distributions of input variables used in the RF discriminant for the !+> 3 jets channel in data
overlaid with the predicted background and tt̄ signal calculated using σtt̄ = 7.78 pb as measured using the combined
method.

channels. The normalizations shown in Fig. 2 are based
on the results of the kinematic method. The distribu-
tions in Figs. 2(a, c, e) are the results when only fitting
σtt̄; Figs. 2(b, d, f) show the result when the tt̄ cross sec-
tion is fitted together with other parameters, as shown
in Eq. 2 and described in Sec. VI B.

B. Cross Section Measurement

To measure the tt̄ cross section for the kinematic anal-
ysis, we perform a binned maximum likelihood fit of the
distributions in the RF discriminant to data. We use
templates from MC for dilepton and "+jets contributions
to the tt̄ signal, as well as for WW , WZ, ZZ, Z+jets,
single top quark (s- and t-channel), and W+jets back-
grounds. The MJ template comes from data, and the
amount of MJ background is constrained within the un-
certainties resulting from the matrix method.
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▸ The topics of Heavy Flavor production, spectroscopy and lifetimes are vast.  
▸ Experiments are providing a plethora of results. 
▸ Not only it is impossible to describe them all, but even attempting a categorization is  

 not  trivial !  Limited here to  hadron (and ep) colliders. I apologize for not 
 mentioning your favored result.  

Produc'on:	  
	  • the area with the largest number of measurements 
 • overview : importance of studying HF production, theoretical framework 
 • we will try to group measurements and provide one/two examples for each group   

Spectroscopy:	  
 • quick introduction 
 • description of the latest findings in HF spectroscopy and precision measurements 

Life'mes:	  
	  • why measure lifetimes ? 
 • the Λb case 
 • the Bs case 
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LHC	  
pp	  @	  8	  TeV	  (2012)	  
7.5	  E33	  cm-‐2	  s-‐1	  

Tevatron	  

HERA	  
ep	  @	  318	  GeV	  

ppbar	  @	  1.96	  TeV	  
4	  E32	  cm-‐2	  s-‐1	  
	  

CMS	  

LHCb	  

ATLAS	  

ALICE	  

CDF	  

ZEUS	  
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σtt: e/µ+jets 
�Signature

�1 isolated e or mu

� jets, missing ET

�Three analyses

�Event topologies (Boosted Decision Tree)

�3 b-tag categories (for 3 and >3 jets)

�Combination of BDT and b-tag

�Cross section 

�Simultaneous fit to all categories

�Systematics fitted as nuisance parameters

�W+jets heavy flavour scale factor fH also measured: 
(fH= 1.55 ± 0.09stat +0.17-0.19syst)

�Dominant Systematics

�Luminosity, signal modeling, jet identification,         
b-tagging
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σttbar = 7.78 + 0.77 - 0.64stat+sys pb

We account for systematic uncertainties in the maximum
likelihood fit by assigning a parameter to each independent
systematic variation. These ‘‘nuisance’’ parameters are al-
lowed to vary in the maximization of the likelihood func-
tion within uncertainties, therefore the measured t!t cross

section can be different from the value obtained if the
parameters for the systematic uncertainties are not included
in the fit. The effects of a source of systematic uncertainty
that is fully correlated among several channels are con-
trolled by a single parameter in these channels.
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FIG. 2 (color online). Output of the RF discriminant for (a) and (b) ‘þ 2 jets, (c) and (d) ‘þ 3 jets, and (e) and (f) ‘þ>3 jets
events, for backgrounds and a t!t signal based on the cross section obtained with the kinematic method. The ratio of data over MC
prediction is also shown. The left plots (a), (c), and (e) show the results with the nuisance parameters fixed at a value of zero. The right
plots (b), (d, and (f) show the results when the nuisance parameters are determined simultaneously with the t!t cross section in the fit. In
the left and right plots the contribution from the t!t signal is normalized to the results of the cross section measurement, !t!t ¼ 7:00 and
7.68 pb, respectively. Contributions of the eþ jets and "þ jets channels are summed.
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to the sum of predicted background and measured t!t signal
using the b-tagging method. Results for this method are
given in Sec. X.

VIII. COMBINED METHOD

In the combined method, kinematic information and
b-jet identification are used. We split the selected sample
into events with 2, 3, and >3 jets and into 0, 1, and >1
b-tagged jets.

The uncertainty on the background results in a limited
contribution of the channels dominated by background to
the final t!t cross section measurement. To improve the
sensitivity in such channels, we construct RF discriminant
functions as described in Sec. VI, improving the separation
of the signal from background. We use the discriminant in
all channels with at least three jets, where the background
contributes at least half of the total expected number of
events.

Events with >2 jets but no b-tagged jet are dominated
by the background. For these events we construct a RF
discriminant using the same six variables as for the kine-
matic method described in Sec. VI. For events with three
jets and one b tag, we construct discriminants using only

A, H3
T , and Mj2!‘

T . For all other subchannels, we do not

form RF discriminants, but use the b-tagging method
described in Sec. VII. The signal purity is already high in
those channels except for the ones with two jets, which do
not have a sizable signal contribution and are used to
measure the W þ jets heavy-flavor scale factor fH which
is the source of one of the largest uncertainties in the
b-tagging analysis.
To reduce this source of uncertainty, we measure fH

simultaneously with "t!t, assuming that fH for Wb !b pro-
duction is the same as for Wc !c production and that it does
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FIG. 3 (color online). Distributions of events with 0, 1, and>1
b-tagged jets for (a) ‘þ 3 jets and (b) ‘þ>3 jets, for back-
grounds and contributions from t!t signal for "t!t ¼ 8:13 pb as
measured using the b-tagging method. Contributions of the
eþ jets and #þ jets channels are summed.
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FIG. 4 (color online). Output of the RF discriminant for
(a) ‘þ 3 jets, (b) ‘þ>3 jets for events without b-tagged
jets, and (c) ‘þ 3 jets with one b-tagged jet, for backgrounds
and contributions from the t!t signal for a cross section of 7.78 pb
as measured with the combined method. Contributions of the
eþ jets and #þ jets channels are summed.
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Top pair event signatures
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FIG. 1: (Color online) Distributions of input variables used in the RF discriminant for the !+> 3 jets channel in data
overlaid with the predicted background and tt̄ signal calculated using σtt̄ = 7.78 pb as measured using the combined
method.

channels. The normalizations shown in Fig. 2 are based
on the results of the kinematic method. The distribu-
tions in Figs. 2(a, c, e) are the results when only fitting
σtt̄; Figs. 2(b, d, f) show the result when the tt̄ cross sec-
tion is fitted together with other parameters, as shown
in Eq. 2 and described in Sec. VI B.

B. Cross Section Measurement

To measure the tt̄ cross section for the kinematic anal-
ysis, we perform a binned maximum likelihood fit of the
distributions in the RF discriminant to data. We use
templates from MC for dilepton and "+jets contributions
to the tt̄ signal, as well as for WW , WZ, ZZ, Z+jets,
single top quark (s- and t-channel), and W+jets back-
grounds. The MJ template comes from data, and the
amount of MJ background is constrained within the un-
certainties resulting from the matrix method.

ATLAS and CMS tightened their trigger 
requirements in 2011/2012 runs leaving 
relatively less space for HF physics (with 
notable exceptions). Also high pileup makes 
measurements more difficult. 
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Understanding b  (Heavy Flavor) Production 

▸	  When things seemed obvious, the community was hit by the x50 discrepancy in 
J/ψ  production at Tevatron,  x3 discrepancy in B production: a lesson of humility ! 

  
 ▸ Most cited  theoretical frameworks include : 

 
   FONLL, MC@NLO, POWHEG    for b hadron production 
    
   NRQCD        for quarkonia   	  	  
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▸	  HF production is one of the ultimate tests of QCD, allowing to probe our 
understanding of the fundamental constituents  of matter and their interactions. 

PerturbaLve	  Hard	  Process	  

Non-‐PerturbaLve	  	  
FragmentaLon	  

Weak	  Decay	  

b-‐hadron	  

PDFs	  

p	  

p	  

dσ (b→ B→ J /ψ)
dpT

=
dσ (b)
dp̂T

⊗ f (b→ B)⊗ g(B→ J /ψ)
from	  Cacciari	  

PDFs 
Hard scattering 
Fragmentation 
Decay 



Measuring b  (Heavy Flavor) Production 

▸ Inclusive measurements with e/µ in the final states 
         e.g. pp ➝  bb+X ➝ µµ+X    

▸ Inclusive measurements HF + X 
         e.g. pp ➝	  	  displaced	  J/Ψ	  +	  X 

▸ HF in association with jets, b-jets 
         e.g. D*  in jets 

▸ Exclusive production (B+, B0, Bs, Λb) 
         e.g. pp ➝	  	  B+	  +	  X	  ➝	  	  J/Ψ	  +	  K+	  +X 

 
▸ Onia production (prompt and non-prompt J/ψ and  ψ(2S),  Y(nS), ratios, 

     polarization) 
 
▸ HF in association with vector bosons 

         e.g.  pp ➝	  Z,W	  +	  b	  talk by Bob Hirosky 
        

▸ Double J/ψ , multi-c final states   talk by Ellie Dobson 
 

HF production can be studied in several ways :  
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Inclusive e/µ cross sections from HF decays PLB 707(2012) 438   (ATLAS) 
                 JHEP 06 (2012) 110   (CMS) 
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Figure 3. Top: The projected d

xy

distributions from data with the results of the fit for muons
with pT > 4GeV (left) and pT > 6GeV (right). The distribution from each dimuon source is shown
by the histograms. Bottom: The pull distribution from the fit.

Sample ✏MuSel ✏EvSel ✏Trg ✏

pT > 4GeV, MC 64.8± 0.1 78.0± 0.1 87.7± 0.1 44.3± 0.1

pT > 4GeV, data 69.5± 3.6 - 86.1± 2.0 48.8± 2.9

pT > 6GeV, MC 83.6± 0.1 90.1± 0.1 92.8± 0.1 69.9± 0.1

pT > 6GeV, data 87.0± 3.4 - 93.4± 2.1 74.4± 3.8

Table 4. E�ciencies (in percent) at each step of the analysis found from the simulation and from
the data. The last column reports the overall e�ciency, obtained from the product of the three
e�ciencies shown. The event selection e�ciency ✏EvSel cannot be found with the data, so the MC
simulation value is used. The bias and feed-through corrections described in the text are also
included in the overall e�ciency. Only statistical uncertainties are reported.

3. trigger selection (“Trg”): events passing the trigger requirements.

The e�ciencies obtained by counting the signal events passing each step in the

simulation are given in table 4.

The total e�ciency can alternatively be expressed on an event-by-event basis by

defining the e�ciency ✏

i

to select the i

th signal event as ✏

i

= ✏

i,MuSel · ✏i,EvSel · ✏i,Trg. The

(pT, ⌘) distribution of the signal events and the e�ciency ✏

i,EvSel can only be extracted

from simulation. The e�ciencies ✏

i,MuSel and ✏

i,Trg can be found as the products of

the single-muon e�ciencies, ✏

i

= ✏

µ1(pT, ⌘) · ✏µ2(pT, ⌘), under the assumption that the

single-muon e�ciencies ✏
µi only depend on the pT and ⌘ of the muon. This assumption is

found to be compatible with the e�ciencies determined in the simulated sample, within

their statistical uncertainties.

– 9 –

ATLAS:	  W/Z/γ*	  contribuLons	  are	  subtracted,	  leaving	  only	  contribuLons	  from	  HF	  
Excellent	  agreement	  with	  FONLL.	  
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signal events in the dimuon sample fBB, the average e�ciency for the trigger, muon identi-

fication, and event selection ✏, weighted by the pT and ⌘ distributions, and the integrated

luminosity L according to the relation:

�(pp ! bbX ! µµX0
, pT > 4 or 6GeV, |⌘| < 2.1) =

N
µµ

· fBB

✏ · L . (8.1)

By applying eq. (8.1) we measure:

�(pp ! bbX ! µµX0
, pT > 4GeV, |⌘| < 2.1) = (8.2)

26.4± 0.1 (stat.) ± 2.4 (syst.) ± 1.1 (lumi.) nb

and

�(pp ! bbX ! µµX0
, pT > 6GeV, |⌘| < 2.1) = (8.3)

5.12± 0.03 (stat.) ± 0.48 (syst.) ± 0.20 (lumi.) nb.

The cross sections predicted by the leading-order pythia simulation are 48.2 nb for

pT > 4GeV and 9.2 nb for pT > 6GeV, where the statistical uncertainties are negligible.

That pythia predicts a cross section value higher than the one measured in data has been

seen in previous analyses [11], and is confirmed by our present findings.

The next-to-leading-order event generator mc@nlo [34] is used to estimate the NLO

QCD prediction for this measurement, with the CTEQ6.6 PDF and a b-quark mass of

4.75GeV. The generator is interfaced with herwig [35] for parton showering, hadroniza-

tion, and decays. The systematic uncertainty for this prediction is obtained by varying the

b-quark mass between 4.5GeV and 5GeV, and by changing the PDF to the MSTW2008 [36]

set. The scale uncertainty is estimated by varying the QCD renormalization and factor-

ization scales independently from half to twice their default values, as in ref. [37].

The predicted cross sections are:

�mc@nlo(pp!bbX!µµX0
, pT>4GeV, |⌘|<2.1)=19.7±0.3 (stat.) +6.5

�4.1 (syst.) nb (8.4)

and

�mc@nlo(pp!bbX!µµX0
, pT>6GeV, |⌘|<2.1)=4.40±0.14 (stat.) +1.10

�0.84 (syst.) nb. (8.5)

Both predictions are compatible with our results within the uncertainties of the NLO

calculations and the measurements.

9 Summary

A measurement of the inclusive cross section for the process pp ! bbX ! µµX0 atp
s = 7TeV has been presented, based on an integrated luminosity of 27.9 ± 1.1 pb�1

collected by the CMS experiment at the LHC. Selecting pairs of muons each with pseudo-

rapidity |⌘| < 2.1, the value �(pp ! bbX ! µµX0) = 26.4 ± 0.1 (stat.) ± 2.4 (syst.) ±
1.1 (lumi.) nb was obtained for muons with transverse momentum pT > 4GeV, and

5.12 ± 0.03 (stat.) ± 0.48 (syst.) ± 0.20 (lumi.) nb for muons with pT > 6GeV. This

result is the most precise measurement of this quantity yet made at the LHC.

– 14 –
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Figure 4: (Left) Electron and muon differential cross-sections from heavy-flavour
production as a function of the charged lepton transverse momentum for |η| < 2.0
excluding the 1.37 < |η| < 1.52 region. (Right) Muon differential cross-section as a
function of the muon transverse momentum for |η| < 2.5. The data points include
statistical and systematic uncertainties. The ratio of the measured cross-section
and the other predicted cross-sections to the FONLL calculation is given in the
bottom of each plot. The PYTHIA (L0) cross-sections are normalised to the data in
order to compare the shape of the spectra.

the renormalisation and factorisation scales, is in the approximate range 20-
40%, decreasing with pT. The electron and muon results are seen to be fully
compatible with the overall FONLL uncertainty bands.

The results are also compared to the NLO predictions of the POWHEG

program, interfaced to either PYTHIA or HERWIG for the parton shower sim-
ulation, and to the LO plus parton shower predictions of PYTHIA. Whereas
POWHEG+PYTHIA agrees well with the FONLL predictions, POWHEG+HERWIG

predicts a significantly lower total cross-section. Less than half of this differ-
ence may be accounted for by the different heavy-flavour hadron decay mod-
els, checked by implementing a common decay simulation, EVTGEN [36], for
both showering and hadronisation programs. PYTHIA (LO) describes the pT-

19

CMS:	  dxy	  used	  to	  select	  b	  component	  	  
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Fig. 1. (a) Distribution of the mass difference !m for D∗µ combinations of opposite charge (points) and same charge
(dashed line). The solid line shows the result of the fit described in the text. (b) Distribution of the opposite charge D∗µ

invariant mass, for mass combinations within ±3σ of the !m peak, without applying the invariant mass cut described in
the text. The measured distribution is compared with the MC simulation, including the contribution of different sources
of signal. The hashed bands show the MC statistical uncertainty.

Table 1
Fitted number of opposite charge D∗µ pairs for different pT and |η| bins.

pT(D∗+µ−) N(D∗+µ−) |η(D∗+µ−)| N(D∗+µ−)

9–12 GeV 334±33 0.0–0.5 1330±47
12–15 GeV 1211±56 0.5–1.0 1207±47
15–20 GeV 1527±55 1.0–1.5 919±48
20–30 GeV 1049±42 1.5–2.0 890±60
30–45 GeV 310±21 2.0–2.5 317±37
45–80 GeV 76±10

Fig. 1(b) shows the D∗+µ− invariant mass distribution selected in a region of 3σ around
the !m peak, without applying any D∗+µ− invariant mass cut. The measured distribution is
compared with the MC bb̄ + cc̄ simulation described in Section 4, which takes into account the
contribution of different physical sources to the D∗+µ− signal, as discussed in more detail in
Section 6. The MC simulation is separately normalised to the number of signal and background
events in data. The selection on m(D∗+µ−) has full efficiency for the signal, while rejecting part
of the combinatorial background and physical processes other than a single b-hadron decay.

In order to evaluate differential cross sections, the sample is divided into six pT(D∗+µ−)

bins and five |η(D∗+µ−)| bins. The !m distribution in each bin is fitted independently using the
same fitting procedure as for the total sample. The number of candidates in each bin is reported
in Table 1, together with its statistical uncertainty from the fit.

6. D∗+µ− sample composition

Various processes contribute to the D∗+µ− data sample:

• Direct semileptonic decay: b → D∗+µ−X; this is the signal contribution used for this mea-
surement.

ATLAS Collaboration / Nuclear Physics B 864 (2012) 341–381

RAPID COMMUNICATION

351

Fig. 2. Differential cross section for Hb → D∗+µ−X production as a function of (a) pT and (b) |η| of the b-hadron,
in the fiducial kinematical region pT(D∗+) > 4.5 GeV,pT(µ−) > 6 GeV, |η(D∗+)| < 2.5 and |η(µ−)| < 2.4. The
measurement is compared with the theoretical predictions, as described in the text. The inner error bars of the data points
are statistical uncertainties, the outer are statistical + total systematic uncertainties.

This method is known to be sensitive to statistical fluctuations [45], but this effect can be miti-
gated in the Bayesian method by truncating the procedure after a few iterations.

The number of iterations was therefore optimised in Monte Carlo simulations with test mea-
surements, comparing the values obtained after each iteration to the values expected from the
MC-generated information, using a χ2 test. Two iterations are the optimal solution in this case,
providing compatible results even when the response matrix F and the prior probabilities p are
generated using different theoretical distributions.

The inversion method and the Bayesian method with a different number of iterations were
employed as a check. Within the systematic uncertainties, all the results were found to be in
agreement with the chosen default procedure.

A bias could occur in this procedure due to the possible mismodelling of the Hb decays (e.g.
D∗∗ decays contributing to the missing particles in the final state) in the simulation. It was ver-
ified with the simulation that the relevant D∗+µ− kinematic variables have a small dependence
on the specific b-hadron decay, and that a mismodelling of the D∗∗ branching ratios does not pro-
duce a significant effect. This is expected since the dominant D∗+µ− contribution arises from
direct B0 decays without an intermediate D∗∗.

Once the Hb distribution is obtained, the differential Hb → D∗+µ−X cross sections are de-
termined as a function of pT and |η| of the b-hadron, inside the kinematic region pT(D∗+) >

4.5 GeV, pT(µ−) > 6 GeV, |η(D∗+)| < 2.5 and |η(µ−)| < 2.4.
Fig. 2 shows the measured differential cross sections, with comparisons to the NLO theoretical

predictions. The POWHEG + PYTHIA shaded band refers to the total theoretical uncertainty
of the prediction. The differential cross section values are reported in Table 6, together with
the statistical and total systematic uncertainties. The individual contributions to the systematic
uncertainties are listed in Tables 7 and 8. The comparison with data shows that NLO calculations
underestimate the cross section, although the difference is within the combined experimental and
theoretical uncertainties.

Hb	  	  ➝	  D*+	  μ-‐	  X	  	  	  

pT(Hb) > 9 GeV,  |η(Hb)| <  2.5  
Higher than predictions, but consistent within uncertainties 
 
Complemented by a similar measurement in the c sector : D* in jets Phys. Rev. D 85 052005(2012)  
which shows a x2/x3 discrepancy with the models considered 

Nucl. Phys. B 864 (2012) 341 

π+D0	  (➝K-‐π+)	  	  

↰	  

Compared	  with	  	  
	  LHCB	  	  (D0μνX)	  Phys.	  Leh.	  B	  694	  (2010)	  209	  	  
	  	   	  	  	  	  (J/ψ	  X) 	  Eur.	  Phys.	  J.	  C	  71	  (2011)	  1645	  	  
	  ALICE	  	  (J/ψ	  X)	  	  arXiv:1205.5880v1	  	  

	  	  Hb	  :	  hadron	  containing	  a	  b	  quark	  (mostly	  B0)	  	  
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10 7 Prompt and non-prompt fractions

For the determination of the y(2S) non-prompt fraction, the quantity `y(2S), defined as for the
J/y case, is computed. In order to constrain the fit and avoid problems due to limited statistical
accuracy, the J/y and y(2S) samples are fitted simultaneously using the same binning as for the
y(2S) cross-section determination. The lifetime resolution functions R1 and R2 are constrained
to be described by the same parameters (mean value and scale factors) and the backgrounds to
have the same fractions of long-lived components.

The invariant mass sideband regions used for the determination of the background parameters
are defined as above for the J/y, and as [3.35, 3.45] and [3.85, 4.20] GeV/c2 for the y(2S).

Figure 3 shows two examples of the `J/y and `y(2S) distributions with projections of two-dimen-
sional fits on these dimensions, as well as the prompt and non-prompt components obtained
as described above. The lower plots in Figure 3 give the pull distributions from the fits, and
show no systematic structure.
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Figure 3: Left: Projection of a J/y two-dimensional fit on the `J/y dimension in the bin |y| < 0.9,
8 < pT < 9 GeV/c and in the whole mass region [2.50, 3.35] GeV/c2. Right: Projection of a
J/y-y(2S) two-dimensional fit on the `y(2S) dimension in the bin: 1.6 < |y| < 2.4, 12 < pT <
15 GeV/c, in the y(2S) mass region [3.35, 4.20] GeV/c2. The solid lines represent the total fits;
the prompt, non-prompt and background components are also shown using green dash-dotted,
red dashed and blue dotted lines, respectively. The fit pull plots show no systematic structures.

Several sources of systematic uncertainty have been addressed, using mostly the same proce-
dures as in Ref. [7]. The main additional systematic effect comes from attempting to choose the
correct primary vertex of the interaction in the presence of pile-up. The sources of systematic
uncertainty include the following:

• Primary vertex assignment. In order to estimate the possible effect of pile-up on the
primary vertex estimation, the primary vertex associated to the dimuon is chosen as
the one with the largest track Â pT

2, instead of the one closest in z to the dimuon ver-
tex. The difference between the fitted non-prompt fractions in these two approaches
is taken as the systematic uncertainty.

Ernest Aguiló (UniZh) March 12th 2012

J/ψ and ψ(2S) B fraction
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FONLL
• Extract B fraction from 

simultaneous mass and lifetime fit:

• J/ψ: good agreement with theory

• ψ(2S): theory systematically above 
due to the assumption of the          
BR(B➝ψ(2S))

▶ Technique:	  2D	  fits	  to	  mass	  and	  lifeLme,	  per	  event	  ε	  	  	  	  
	  correcLons.	  

▶ Good	  agreement	  with	  NLO	  NRQCD	  (prompt)	  and	  
	  FONLL	  (non-‐prompt)	  

JHEP 02 (2012) 011 



B±  production cross section at 7 TeV  (LHCb) 

Exclusive	  study	  :	  
	  

	  	  B±	  ➝	  J/ψ	  K±	  	  	  ,	  35	  pb	  -‐1	  
	   	   	  	  

▸	  0<	  pT(B)	  <	  40	  GeV,	  	  2.0	  <	  y	  <	  4.5	  
▸	  σ	  =	  41.4	  ±	  1.5	  ±	  3.1	  μb	  	  
▸	  Good	  agreement	  with	  FONLL	  within	  uncertainLes	  
▸	  First	  measurement	  in	  the	  forward	  region	  
▸	  Updates	  planned	  
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Figure 2. Di↵erential production cross-section as a function of the B± transverse momentum.
The left plot shows the full pT range, the right plot shows a zoom of the pT range of 0 � 12
GeV/c. The histogram (left) and the open circles with error bars (right) are the measurements.
The red dashed lines in both plots are the upper and lower uncertainty limits of the FONLL
computation. A hadronisation fraction fb̄!B+ of (40.1 ± 1.3)% [10] is assumed to fix the overall
scale. The uncertainty of the FONLL computation includes the uncertainties of the b-quark mass,
renormalisation and factorisation scales, and CTEQ 6.6 PDF.

p
T

(GeV/c) d�/dp
T

(µb/(GeV/c)) p
T

(GeV/c) d�/dp
T

(µb/(GeV/c))

0.0� 0.5 1.37 ± 0.68 ± 0.13 7.0� 7.5 2.42 ± 0.20 ± 0.18

0.5� 1.0 3.12 ± 0.82 ± 0.24 7.5� 8.0 2.09 ± 0.16 ± 0.15

1.0� 1.5 3.90 ± 0.57 ± 0.29 8.0� 8.5 1.44 ± 0.11 ± 0.11

1.5� 2.0 5.67 ± 1.05 ± 0.43 8.5� 9.0 1.33 ± 0.11 ± 0.10

2.0� 2.5 8.44 ± 1.00 ± 0.64 9.0� 9.5 1.22 ± 0.10 ± 0.09

2.5� 3.0 6.33 ± 0.66 ± 0.48 9.5� 10.0 0.83 ± 0.08 ± 0.06

3.0� 3.5 5.04 ± 0.45 ± 0.38 10.0� 10.5 0.80 ± 0.08 ± 0.06

3.5� 4.0 6.99 ± 0.68 ± 0.52 10.5� 11.0 0.65 ± 0.07 ± 0.05

4.0� 4.5 5.48 ± 0.47 ± 0.41 11.0� 12.0 0.54 ± 0.04 ± 0.04

4.5� 5.0 6.54 ± 0.79 ± 0.49 12.0� 13.0 0.41 ± 0.04 ± 0.03

5.0� 5.5 4.42 ± 0.44 ± 0.33 13.0� 14.5 0.28 ± 0.02 ± 0.02

5.5� 6.0 4.16 ± 0.37 ± 0.31 14.5� 16.5 0.17 ± 0.02 ± 0.01

6.0� 6.5 3.40 ± 0.24 ± 0.25 16.5� 21.5 0.062 ± 0.005 ± 0.005

6.5� 7.0 2.82 ± 0.22 ± 0.21 21.5� 40.0 0.011 ± 0.001 ± 0.001

Table 1. Di↵erential B± production cross-section in bins of pT for 2.0 < y < 4.5. The first and
second quoted uncertainties are statistical and systematic, respectively.

the b-quark mass, renormalisation and factorisation scales, and CTEQ 6.6 [19] Parton

Density Functions (PDF), and is dominated by the uncertainty of the renormalisation and

factorisation scales. Good agreement is observed between data and the FONLL prediction.

– 5 –

J
H
E
P
0
4
(
2
0
1
2
)
0
9
3

)2c) (MeV/±KyM(J/
5200 5250 5300 5350 5400 5450

)2 c
C

an
d

id
at

es
 / 

(1
0M

eV
/

0

50

100

150

200

250

 = 7 TeVs

c < 5.5 GeV/
T

p5.0 < 

LHCb data

Total
Signal

Background
±py J/Æ±B

)2c) (MeV/±KyM(J/
5200 5250 5300 5350 5400 5450

)2 c
C

an
d

id
at

es
 / 

(1
0M

eV
/

0

50

100

150

200

250

Figure 1. Invariant mass distribution of the selected B± ! J/ K± candidates for one bin
(5.0 < pT < 5.5 GeV/c). The result of the fit to the model described in the text is superimposed.

where N
B

±(p
T

) is the number of reconstructed B± ! J/ K± signal events in a given p
T

bin, L is the integrated luminosity, ✏
tot

(p
T

) is the total e�ciency, including geometrical

acceptance, reconstruction, selection and trigger e↵ects, B(B± ! J/ K±) and B(J/ !
µ+µ�) are the branching fractions of the reconstructed decay chain [10], and �p

T

is the

p
T

bin width.

Considering that the e�ciencies depend on p
T

and y, we calculate the event yield in bins

of these variables using an extended unbinned maximum likelihood fit to the invariant mass

distribution of the reconstructed B± candidates in the interval 5.15 < M
B

± < 5.55 GeV/c2.

We assume that the signal and background shapes only depend on p
T

. Three components

are included in the fit procedure: a Crystal Ball function [11] to model the signal, an

exponential function to model the combinatorial background and a double-Crystal Ball

function1 to model the Cabibbo suppressed decay B± ! J/ ⇡±. The shape of the latter

component is found to fit well the distribution of simulated events. The ratio of the number

of B± ! J/ ⇡± candidates to that of the signal is fixed to B(B± ! J/ ⇡±)/B(B± !
J/ K±) from ref. [10]. The invariant mass distribution of the selected B± ! J/ K±

candidates and the fit result for one bin (5.0 < p
T

< 5.5 GeV/c) are shown in figure 1. The

fit returns a mass resolution of 9.14± 0.49 MeV/c2, and a mean of 5279.05± 0.56 MeV/c2,

where the uncertainties are statistical only. Summing over all p
T

bins, the total number of

signal events is about 9100.

The geometrical acceptance and the reconstruction and selection e�ciencies are deter-

mined using simulated signal events. The simulation is based on Pythia 6.4 generator [12]

with parameters configured for LHCb [13]. The EvtGen package [14] is used to describe

1A double-Crystal Ball function has tails on both the low and high mass side of the peak with separate

parameters for the two.

– 3 –
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Λb  differential cross section  
      and asymmetries 

12	  

Displaced J/Ψ trigger 
 
▶ Spectrum slightly steeper than expected 
▶ No evidence of asymmetries 
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CMS exclusive b-hadron production summary 
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Y Production and Polarization  
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CMS	  BPH-‐11-‐001	  
CMS	  BPH-‐11-‐023	  	  	  

Y production in agreement with NRQCD 
No polarization for Y(1,2,3S) ! 
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Onia:  χc2 / χc1 prompt production ratio   
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Figure 3: Mass difference spectrum for cc candidates with pT(J/y) as described in the labels.

pT(J/y)[GeV/c] Ncc1 Ncc2 Ncc2 /Ncc1

7.0-9.0 618 ± 31 315 ± 24 0.510 ± 0.049
9.0-11.0 1680 ± 49 788 ± 37 0.469 ± 0.027

11.0-13.0 1819 ± 51 819 ± 38 0.451 ± 0.025
13.0-16.0 1767 ± 51 851 ± 39 0.482 ± 0.027
16.0-20.0 1269 ± 43 487 ± 30 0.384 ± 0.028
20.0-25.0 642 ± 31 236 ± 22 0.368 ± 0.040

Table 2: Number of cc1 and cc2, extracted from the maximum likelihood fit, and the ratio of the
two values. Errors are statistical only.

7 Systematic Uncertainties199

Several types of systematic uncertainties are addressed. In particular we investigated possi-200

ble effects that could influence the measurement of the number of cc1 and cc2 from data, the201

evaluation of #1/#2 from the Monte Carlo simulation, and the derivation of the Rp ratio.202

In Table 3 the various sources of systematic uncertainties are summarized and their contribu-203

tion to the total uncertainty quoted in the final result.204

pT(J/y) range [ GeV/c ] 7-9 9-11 11-13 13-16 16-20 20-25
Source of Uncert. Relative Uncertainty (%)
Simulation Sample Size 3.2 2.0 1.9 1.7 1.9 2.3
Choice of pT(cc) spectrum 4.5 3.7 2.9 1.9 0.6 1.1
Signal Model 1.4 3.0 1.1 1.5 1.5 2.3
Background Model 1.4 1.5 0.9 1.2 1.8 2.4
Total (Quadrature) 5.5 5.4 3.9 3.6 4.0 5.9

Table 3: The systematic uncertainties that have been addressed.

The following subsections describe how the various contribution have been evaluated.205

A	  nice	  quanLty	  to	  measure	  because	  many	  experimental	  
and	  theoreLcal	  uncertainLes	  cancel	  

χc  ➞ J/ψ + γ	

Using	  converted	  	  γ  allows	  good	  mass	  resoluLon	

  	  	  Good	  agreement	  of	  CMS	  measurement	  with	  NRQCD	  

Stefano Argirò, UniTo and INFN       PIC 2012: Bottom Production, Spectroscopy, Lifetimes  	  	  
arxiv:	  1202.1080	  	  CMS-‐PAS-‐BPH-‐11-‐010	  



HERA : HF photoproduction 
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7

Mass treatment in pQCD

Boson-‐gluon	  fusion	  is	  the	  dominant	  mechanism	  

charm	  in	  photoproducLon	  with	  D*	  and	  D	  jets	  	  Eur.	  Phys,	  J	  C72	  (2012)	  1995	  H1	  
beauty	  with	  di-‐electrons	  ep	  -‐>	  ebbbar	  X	  -‐>	  eee	  X’	  DESY-‐12-‐072	  H1	  
beauty	  with	  dijets	  and	  muons	  	  ep-‐>	  	  ebbarX	  -‐>	  e	  jj	  mu	  X	  DESY	  12	  059	  H1	  
charm	  jets	  from	  inclusive	  sescondary	  verLces	  in	  DIS	  ZEUS-‐prel-‐12-‐002	  
charm	  from	  D+	  and	  Λ+	  in	  DIS	  	  Eur.	  Phys.	  (2012)	  009	  

10

Charm in photoproduction with D* and dijets

Charm Tagging:

● Full reconstruction of 
  D* candidate

● Require 2 jets with
 pT(jet1) > 3.5 GeV 

  Data tends to overshoot NLO predictions,       
     reasonable agreement within uncertainties

              Eur. Phys. J. C72 (2012) 1995

11

Beauty with di-electrons in photoproduction 
near threshold

Focus of analysis:

●  Low pT(b-quark)

●  b-tagging with two          
    low pT electrons

● Good agreement with      
   NLO QCD predictions
 

● Measurement of cross     
  section extends to           
  lowest pT(b) values         
  ever measured in ep        
  collisions

     DESY 12-072, submitted to EPJC

Stefano Argirò, UniTo and INFN       PIC 2012: Bottom Production, Spectroscopy, Lifetimes  	  	  



Spectroscopy 
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14. Quark model 11

Figure 14.4: SU(4) multiplets of baryons made of u, d, s, and c quarks. (a) The 20-plet
with an SU(3) octet. (b) The 20-plet with an SU(3) decuplet.

20 = 28⊕ 41 , (14.25c)

where the superscript (2S + 1) gives the net spin S of the quarks for each particle in the SU(3)
multiplet. The JP = 1/2+ octet containing the nucleon and the JP = 3/2+ decuplet containing
the ∆(1232) together make up the “ground-state” 56-plet, in which the orbital angular momenta
between the quark pairs are zero (so that the spatial part of the state function is trivially
symmetric). The 70 and 20 require some excitation of the spatial part of the state function in
order to make the overall state function symmetric. States with nonzero orbital angular momenta
are classified in SU(6)⊗O(3) supermultiplets.

It is useful to classify the baryons into bands that have the same number N of quanta of
excitation. Each band consists of a number of supermultiplets, specified by (D,LP

N ), where
D is the dimensionality of the SU(6) representation, L is the total quark orbital angular

June 18, 2012 16:19

14. Quark model 5

Figure 14.1: SU(4) weight diagram showing the 16-plets for the pseudoscalar (a) and
vector mesons (b) made of the u, d, s, and c quarks as a function of isospin I, charm C, and

hypercharge Y = S+B − C
3

. The nonets of light mesons occupy the central planes to which

the cc̄ states have been added.

These mixing relations are often rewritten to exhibit the uū + dd̄ and ss̄ components which
decouple for the “ideal” mixing angle θi, such that tan θi = 1/

√
2 (or θi=35.3◦). Defining α = θ

+ 54.7◦, one obtains the physical isoscalar in the flavor basis

f ′ =
1√
2
(uū + dd̄) cos α − ss̄ sin α , (14.8)

and its orthogonal partner f (replace α by α – 90◦). Thus for ideal mixing (αi = 90◦), the f ′

becomes pure ss̄ and the f pure uū + dd̄. The mixing angle θ can be derived from the mass
relation

tan θ =
4mK − ma − 3mf ′

2
√

2(ma − mK)
, (14.9)

which also determines its sign or, alternatively, from

tan2 θ =
4mK − ma − 3mf ′

−4mK + ma + 3mf
. (14.10)

June 18, 2012 16:19
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b meson : the hydrogen atom of QCD 
b baryon : the helium atom of QCD 
 
Spectra predicted f.i. by Heavy Quark Effective Theory , in which the heavy quark is 
viewed as a static color source in the hadron. The spin of the heavy quark is decoupled. 

Stefano Argirò, UniTo and INFN       PIC 2012: Bottom Production, Spectroscopy, Lifetimes  	  	  

Example for the  b-ubar b-dbar case: 
States characterized by three quantum numbers :  
	  	  	  	  	   	   	   	   	   	   	   	   	  	  L	  	  	  orbital	  angular	  momentum	  of	  the	  system	  

	   	   	   	   	   	   	  	  	   	  	  jq	  	  	  =	  |L	  ±	  ½	  |	  	  angular	  momentum	  of	  the	  light	  quark	  
	   	   	   	   	   	  	  	  	  	  	   	  	   	  	  J	  	  	  =	  	  |jq	  ±	  ½	  |	  total	  angular	  momentum	  	  	  	  	  

PDG	  notaLon	  :	  B(s)J	  (*)	  	  	  ,	  (*)	  =	  0+,	  1-‐,	  2+	  	  
For	  L=1	  :	  4	  states,	  collecLvely	  called	  B**(s)	  
Two	  narrow	  and	  two	  broad	  resonances	  	  

B1(5721)0	  and	  the	  B2∗(5747)0	  	  seen	  at	  Tevatron	  
but	  missing	  their	  charged	  isospin	  partners	  	  
unLl	  recently	  

500

*

B* B* B*

B
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0 1
2B1
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MeV
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JP	   0-‐	   1-‐	   0+	   1-‐	   1+	   2+	  

jq	  	  	  =	  1/2	  	   jq	  	  	  =	  3/2	  	  
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LHCb:	  B(s)
**	  
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Figure 4: Fit to the B+ + pion (top left) and B0 + pion (top right) Q distributions and
normalised residuals (bottom). In both data plots the total fit functions are shown as
blue lines. The different components are shown as different colours: green – combina-
torial background taken from the wrong sign data (Fig. 3); red – sum of combinatorial
background and associated production; black solid – B1 → B∗π; black dot-dashed –
B∗

2 → B∗π; black dotted – B∗

2 → Bπ. The fit is performed to all events in the range
100 MeV/c2 < Q < 1500 MeV/c2, but only the region with Q < 500 MeV/c2 is shown.

based on a kernel corresponding to what is observed in the fit to the data. For the B+

+ kaon fit, we generate MC events from the PDF’s that are the results of the nominal
fit. We find no significant biases in B+ + kaon fits, but small yet significant biases of
two thirds of the statistical uncertainty (∼ 1 MeV/c2) are found in the B1 peak positions
(but not the B∗

2 positions) in the B + pion fits. We correct the fit results to obtain our
nominal results and assign systematic uncertainties corresponding to the full size of the
observed bias.

The systematic uncertainties on the peak Q values of the B+ + kaon fits are listed
in Tab. 2. We change the background shape to a polynomial and the signal shapes to
double Gaussians and assign the changes in the fit results as the associated uncertainties.
To test for effects that may be related to selection requirements for the different B+

decay modes, we independently fit the B+ → J/ψK+ and the B+ → D0π+ samples. The
differences between the fit results for the subsamples and the nominal fit are consistent
with statistical fluctuation. However, we conservatively adopt the largest difference as a
systematic uncertainty. As the LHCb magnet polarity is reversed periodically during the
data taking, we assign an uncertainty related to the detector alignment and magnetic field
calibration based on the observed variations in the positions of the B mass peaks in data
for different magnet polarities relative to the PDG values. The largest variation of about
7 MeV/c2 is observed in the hadronic B decay modes, corresponding to an uncertainty of
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Figure 4: Fit to the B+ + pion (top left) and B0 + pion (top right) Q distributions and
normalised residuals (bottom). In both data plots the total fit functions are shown as
blue lines. The different components are shown as different colours: green – combina-
torial background taken from the wrong sign data (Fig. 3); red – sum of combinatorial
background and associated production; black solid – B1 → B∗π; black dot-dashed –
B∗

2 → B∗π; black dotted – B∗

2 → Bπ. The fit is performed to all events in the range
100 MeV/c2 < Q < 1500 MeV/c2, but only the region with Q < 500 MeV/c2 is shown.

based on a kernel corresponding to what is observed in the fit to the data. For the B+

+ kaon fit, we generate MC events from the PDF’s that are the results of the nominal
fit. We find no significant biases in B+ + kaon fits, but small yet significant biases of
two thirds of the statistical uncertainty (∼ 1 MeV/c2) are found in the B1 peak positions
(but not the B∗

2 positions) in the B + pion fits. We correct the fit results to obtain our
nominal results and assign systematic uncertainties corresponding to the full size of the
observed bias.

The systematic uncertainties on the peak Q values of the B+ + kaon fits are listed
in Tab. 2. We change the background shape to a polynomial and the signal shapes to
double Gaussians and assign the changes in the fit results as the associated uncertainties.
To test for effects that may be related to selection requirements for the different B+

decay modes, we independently fit the B+ → J/ψK+ and the B+ → D0π+ samples. The
differences between the fit results for the subsamples and the nominal fit are consistent
with statistical fluctuation. However, we conservatively adopt the largest difference as a
systematic uncertainty. As the LHCb magnet polarity is reversed periodically during the
data taking, we assign an uncertainty related to the detector alignment and magnetic field
calibration based on the observed variations in the positions of the B mass peaks in data
for different magnet polarities relative to the PDG values. The largest variation of about
7 MeV/c2 is observed in the hadronic B decay modes, corresponding to an uncertainty of

5

B0	  

First observation of orbitally excited 
 B+

1 and B*+
2 

 
Search performed in the  Bπ invariant 
mass spectrum, with the B  
reconstructed in various modes:   
J/ΨK , Dπ,  D3π. 
 
336	  pb	  -‐1	  
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B+	  

B1	  ➞	  B*π	  	   B2*	  ➞	  B*π	  	   B2*	  ➞	  Bπ	  	  

B+1	  	  

B*+2	  

LHCb-‐CONF-‐2011-‐053	  

M(B+
1) = 5726.3 ± 1.9 (stat) ± 3.0 (sys) 

      ± 0.5(mB) MeV 
 
M(B+*

2) = 5739.0 ± 3.3 (stat) ± 1.6 (sys) 
      ± 0.3(mB) MeV 
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Bc	  :	  new	  decay	  mode	  	  	  	  	  

LHCb	  makes	  first	  observaLon	  of	  
	   	   	  Bc	  	  	  ➝ J/ψ  π+π-  	   	  	  

soon	  confirmed	  by	  CMS	  
Mass	  and	  producLon	  x	  secLon	  measurement	  (LHCb)	  

arXiv:1204.0079	  
	  	  CMS-‐PAS-‐BPH-‐11-‐003	  
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Figure 1: Invariant mass distribution of B+

c

! J/ ⇡+⇡�⇡+ (top) and B+

c

! J/ ⇡+ (bottom)
candidates. The maximum likelihood fits of B+

c

signals are superimposed.

of a background assumed to be an exponential function with a second order polynomial
as argument. We observe 135± 14 B

+

c

! J/ ⇡

+

⇡

�
⇡

+ and 414± 25 B

+

c

! J/ ⇡

+ signal
events. Using di↵erent signal and background parameterizations in the fits, the ratio of
the signal yields changes by up to 3%.

The ratio of event yields is converted into a measurement of the ratio of branching
fractions B(B+

c

! J/ ⇡

+

⇡

�
⇡

+)/B(B+

c

! J/ ⇡

+), where we rely on the simulation for the
determination of the ratio of event selection e�ciencies. The production of B+

c

mesons
is simulated using the BCVEGPY generator [12, 13] which gives a good description of
the observed transverse momentum and pseudorapidity distributions in our data. The
simulation of the two-bodyB+

c

! J/ ⇡

+ decay takes into account the spins of the particles
and contains no ambiguities. The phenomenological model by Berezhnoy, Likhoded and
Luchinsky [10, 14] (BLL) is used to simulate B

+

c

! J/ ⇡

+

⇡

�
⇡

+ decays. This model,
which is based on amplitude factorisation into hadronic and weak currents, implements
B

+

c

! J/ W

+⇤ axial-vector form-factors and a W

+⇤ ! ⇡

+

⇡

�
⇡

+ decay via the exchange
of the virtual a+

1

(1260) and ⇢0(770) resonances. Since it is not possible to identify which of
the same-sign pions originates from the ⇢0 decay, the two ⇢0 paths interfere. To explore the
model dependence of the e�ciency we also use two phase-space models, implementing the

3

4 5 The B+
c ! J/y p+p+p�

signal

The systematic error on the B+
c mass value is not quoted here since it will require the evaluation

of the momentum scale uncertainty at this energy range.

5 The B+
c ! J/y p+p+p�

signal

The B+
c ! J/y p+p+p� decay is the third and most recent experimentally observed mode.

The first preliminary estimate of Br(B+
c !J/yp+p+p�)

Br(B+
c !J/yp+)

has been presented by LHCb [5]. The search
for this decay in CMS is performed by adding three charged hadrons to the J/y candidate in
the event. Tighter selections are necessary to reduce the larger combinatorial background for
the five-track compared to the three-track final-state: vertex fit confidence level CL > 40 %,
cos a

xyx

> 0.99, L
xyz

/s
xyz

> 6, |h(B+
c )| < 1.6, pT (B+

c ) > 10 GeV/c and pT (p) > 1 GeV/c.

The J/y p+p+p� signal, shown in Fig. 2, is fitted with a Gaussian for the signal and a third
order polynomial function accounting for the background. The signal yield is 108 ± 19 events,
its mass is 6.265 ± 0.004 GeV/c

2 and its width is 0.021 ± 0.005 GeV/c

2. The S/
p

S + B ratio is
6.1 when evaluated in a mass range of ± 3 s within the mass peak.
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Figure 2: B+
c candidate invariant mass distribution.

Fit variants for this channel include various histogram binnings, from 8 to 30 MeV/c

2, poly-
nomial functions of different order for the background model, and different invariant-mass
windows to perform the fit.

The B+
c ! J/y p+p+p� yield is:

yield = 108 ± 19(stat.)± 14(syst.)

For the same set of fit variants the S/
p

S + B ratio varies from 5.4 to 6.7.

BR(J/ψ	  3π	  )/	  BR(J/ψ	  π	  )	  =	  2.41	  ±	  0.30	  ±	  0.33	  

Stefano Argirò, UniTo and INFN       PIC 2012: Bottom Production, Spectroscopy, Lifetimes  	  	  

meson	  with	  two	  heaviest	  quarks	  
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Observed	  by	  LHCb	  and	  confirmed	  by	  CDF	  
arXiv:1205:3452	  ,	  	  
CDF	  Public	  Note	  10900	  	  
	  

this way is 5.2� for the � logL obtained from the nominal fit. To account for systematic
e↵ects, the minimum � logL among all systematic variations is taken; in that case the
significance reduces to 4.9�. Similarly, the statistical significance of the ⇤⇤0

b

(5920) state
is 11.6�, and the significance including systematic uncertainties is 10.1�.

The fit biases and the validity of the statistical uncertainties are checked with pseudo-
experiments where the PDF contains both signal and background components. The fit
does not introduce any noticeable bias on the measurement of the masses. The mass
uncertainty for ⇤⇤0

b

(5920) state is estimated correctly within 1% precision; however, the
mass uncertainty for the ⇤⇤0

b

(5912) is underestimated by 4%. This factor is taken into
account in the final result; it increases the statistical error for the ⇤⇤0

b

(5912) mass from
0.11 to 0.12 MeV/c2.

In summary, we report the observation of two narrow states in the ⇤0
b

⇡+⇡� mass
spectrum, ⇤⇤0

b

(5912) and ⇤⇤0
b

(5920), with masses

M
⇤

⇤0
b (5912) = 5911.95± 0.12± 0.03± 0.66MeV/c2,

M
⇤

⇤0
b (5920) = 5919.76± 0.07± 0.02± 0.66MeV/c2,

where the first uncertainty is statistical, the second is systematic, and the third is the
uncertainty due to knowledge of the ⇤0

b

mass. The values of the mass di↵erences with
respect to the ⇤0

b

mass, where most of the last uncertainty cancels, and the remaining
part is included in the systematic uncertainty, are

�M
⇤

⇤0
b (5912) = 292.58± 0.12(stat)± 0.05(syst)MeV/c2,

�M
⇤

⇤0
b (5920) = 300.39± 0.07(stat)± 0.04(syst)MeV/c2.

The signal yield for the ⇤⇤0
b

(5912) state is 16.4 ± 4.7 events, and the significance of
the signal (including systematic uncertainty and trial factor in the mass range 5900–
5950 MeV/c2) is 4.9 standard deviations. For the ⇤⇤0

b

(5920) state, the yield is 49.5± 7.9
events and the significance is 10.1 standard deviations. The limits on the natural widths
of these states are �

⇤

⇤0
b (5912) < 0.82 MeV and �

⇤

⇤0
b (5920) < 0.71 MeV at the 95% confidence

level.
The masses of ⇤⇤0

b

states obtained in our analysis are 30–40 MeV/c2 higher than in
the prediction using the constituent quark model [12], and 20–30 MeV/c2 lower than the
predictions based on the relativistic quark model [11], modeling the color hyperfine inter-
action [14] and an approach based on the heavy quark e↵ective theory [15]. Calculation
involving a combined heavy quark and large number of colors expansion [9, 10] gives a
value roughly in agreement, although only the spin-averaged prediction is available. The
earlier prediction based on the relativized quark potential model [13] matches well the
absolute mass values for both states, but the ⇤0

b

mass prediction using this model is
35 MeV/c2 lower than the measured value.

We express our gratitude to our colleagues in the CERN accelerator departments for
the excellent performance of the LHC. We thank the technical and administrative sta↵ at
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Figure 2: Invariant mass spectrum of (a) ⇤0
b

⇡+⇡� and (b) ⇤0
b

⇡±⇡± combinations. The points
with error bars are the data, the solid line is the fit result, the dashed line is the background
contribution.

parameterization is estimated by:

• using an alternative fit model for background description,

• using the fit without the ⇤0
b

⇡±⇡± constraint,

• using the fit with the background obtained from the simulation,

• fitting in the reduced invariant mass range 5910–5930 MeV/c2,

and taking the largest di↵erence from the nominal fit result as systematic uncertainty.
The e↵ect of the momentum scale correction is evaluated by varying the scale coe�cient
by its relative uncertainty 5⇥ 10�4 in simulated signal samples.
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FIG. 2: The projection of the unbinned fit. The Q value for the Λ∗0
b candidates shown within (0.006, 0.075) GeV/c2. The soft

pion tracks have a transverse momentum above 200 MeV/c.

second order Chebyshev polynomial. The full model for the Q value spectra describes a single narrow structure on
top of a smooth background. The parameters of interest are the position of the signal Q0 and its yield, N candidates.
The negative logarithm of the extended likelihood function (NLL) is minimized over the unbinned set of Q values
observed for the candidates in our sample. The Q value spectrum is fit over the range 6 − 75MeV/c2.

A. Soft pion momentum scale and Q value scale adjustment

We use our large sample of D∗+ → D0π+
s events to calibrate the momentum scale of the soft pions. We find

the Q value in D∗+ decays to be 145.477MeV/c2 which is by 0.056MeV/c2 greater than the world-average value of
145.421MeV/c2 [34]. In Monte Carlo simulations, we find that a scale factor of 0.99 applied to the the soft pion
transverse momentum gives the observe mass shift. Using that scale factor of 0.99 for the soft pions in simulation of
Λ∗0

b → Λ0
bπ

−
s π

+
s decays gives a mass shift of −0.28MeV/c2. We take the full value of the adjustment as the uncertainty

and will apply a shift of −0.28 ± 0.28 MeV/c2 to the Q value we find in a fit of the Λ∗0
b experimental spectrum.

B. Fit results

The experimental Λ∗0
b Q value distribution, fit with the unbinned likelihood described above, is shown in Fig. 2.

The projection of the corresponding likelihood fit is superimposed on the graph. A narrow structure at Q ∼ 21MeV/c2

is clearly seen. The fit finds 17.3+5.3
−4.6 signal candidates at Q = 20.68 ± 0.35 MeV/c2, where the resulting Q value is

adjusted with the calibrated scale offset of −0.28MeV/c2.

C. Signal significance

The significance of the signals is determined using a log-likelihood ratio statistic [36, 37],

D = −2 ln(L0/L1) = −2 · ∆(logL) .

ObservaLon	  of	  two	  narrow	  states	  in	  the	  
	  Λb

0 ππ  spectrum  
 Λb

0➝ Λc
+π 

        Λc
+ ➝pKπ expected at JP = 1/2- and 3/2- . Orbitally excited Λb ‘s [udb]	  
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New Observation:	  	  Ξb
0*	  	  	  	  

Complicated cascade that challenges detector 
and reconstruction capabilities  
>5σ evidence 
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Figure 2: (a) Same-sign Q distribution (closed circles) and result of a fit with the background
model (red dashed curve) in the range 0 < Q < 400 MeV. (b) Opposite-sign Q distribu-
tion (closed circles) in the 0 < Q < 50 MeV range, along with the result of the signal-plus-
background fit (blue solid curve); the background term is also shown (red dashed curve).

The systematic uncertainty on the measured Q value is evaluated through a detailed MC sim-
ulation. The reconstructed Q value in MC is measured to be 0.23 ± 0.10 MeV above the gener-
ated value. This is consistent with the observation that the measured L0 and X� masses are
0.16 ± 0.05 and 0.18 ± 0.14 MeV, respectively, above their world-averages. The sum in quadra-
ture of the shift and its statistical uncertainty, 0.25 MeV, is considered as the systematic uncer-
tainty due to this effect. As an extreme fitting scenario, a flat function is used for the back-
ground shape, leading to a Q value 0.12 MeV higher than the value measured with the nominal
background model. Adding in quadrature this uncertainty with the previous one results in a
total Q systematic uncertainty of 0.28 MeV.

In summary, a new neutral X⇤
b baryon has been observed in pp collisions at

p
s = 7 TeV, using

data collected by the CMS experiment, corresponding to an integrated luminosity of 5.3 fb�1.
The signal is observed with a significance exceeding five standard deviations. The measured
Q = M(J/yX�p+)� M(J/yX�)� M(p) value is 14.84 ± 0.74 (stat.) ± 0.28 (syst.) MeV. Given
the charged pion and X�

b masses [13], the resulting b-baryon mass is 5945.0 ± 0.7 (stat.) ±
0.3 (syst.) ± 2.7 (PDG)MeV, where the last uncertainty reflects the present accuracy of the X�

b
mass. While the width of the new baryon is not measured with good statistical precision, it is
compatible with theoretical expectations [18]. Given its measured mass and decay mode, the
new baryon is likely to be the X⇤0

b , with JP = 3/2+.

We congratulate our colleagues in the CERN accelerator departments for the excellent perfor-
mance of the LHC machine. We thank the technical and administrative staff at CERN and other
CMS institutes, and acknowledge support from: FMSR (Austria); FNRS and FWO (Belgium);
CNPq, CAPES, FAPERJ, and FAPESP (Brazil); MES (Bulgaria); CERN; CAS, MoST, and NSFC
(China); COLCIENCIAS (Colombia); MSES (Croatia); RPF (Cyprus); MoER, SF0690030s09 and
ERDF (Estonia); Academy of Finland, MEC, and HIP (Finland); CEA and CNRS/IN2P3 (France);
BMBF, DFG, and HGF (Germany); GSRT (Greece); OTKA and NKTH (Hungary); DAE and DST
(India); IPM (Iran); SFI (Ireland); INFN (Italy); NRF and WCU (Korea); LAS (Lithuania); CIN-
VESTAV, CONACYT, SEP, and UASLP-FAI (Mexico); MSI (New Zealand); PAEC (Pakistan);
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Figure 2: (a) Same-sign Q distribution (closed circles) and result of a fit with the background
model (red dashed curve) in the range 0 < Q < 400 MeV. (b) Opposite-sign Q distribu-
tion (closed circles) in the 0 < Q < 50 MeV range, along with the result of the signal-plus-
background fit (blue solid curve); the background term is also shown (red dashed curve).

The systematic uncertainty on the measured Q value is evaluated through a detailed MC sim-
ulation. The reconstructed Q value in MC is measured to be 0.23 ± 0.10 MeV above the gener-
ated value. This is consistent with the observation that the measured L0 and X� masses are
0.16 ± 0.05 and 0.18 ± 0.14 MeV, respectively, above their world-averages. The sum in quadra-
ture of the shift and its statistical uncertainty, 0.25 MeV, is considered as the systematic uncer-
tainty due to this effect. As an extreme fitting scenario, a flat function is used for the back-
ground shape, leading to a Q value 0.12 MeV higher than the value measured with the nominal
background model. Adding in quadrature this uncertainty with the previous one results in a
total Q systematic uncertainty of 0.28 MeV.

In summary, a new neutral X⇤
b baryon has been observed in pp collisions at

p
s = 7 TeV, using

data collected by the CMS experiment, corresponding to an integrated luminosity of 5.3 fb�1.
The signal is observed with a significance exceeding five standard deviations. The measured
Q = M(J/yX�p+)� M(J/yX�)� M(p) value is 14.84 ± 0.74 (stat.) ± 0.28 (syst.) MeV. Given
the charged pion and X�

b masses [13], the resulting b-baryon mass is 5945.0 ± 0.7 (stat.) ±
0.3 (syst.) ± 2.7 (PDG)MeV, where the last uncertainty reflects the present accuracy of the X�

b
mass. While the width of the new baryon is not measured with good statistical precision, it is
compatible with theoretical expectations [18]. Given its measured mass and decay mode, the
new baryon is likely to be the X⇤0

b , with JP = 3/2+.
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CDF provides most precise determination of masses and widths  

of freedom between the H 1 and H 0 hypotheses in each
case. We consider the following types of H 0 to estimate
the significance of the two-peak signal structure and of

individual peaks of the observed !ð"Þ$
b and !ð"Þþ

b states:
(i) A single enhancement is observed anywhere in the

fit range. The corresponding likelihood L0 includes
only a single peak PDF on top of the background
form in Eq. (4), the same as for the L1. The dif-
ference in the number of degrees of freedom is
"Ndof ¼ 3. The width #0 floats in the fit over the
wide range 1–70 MeV=c2. The position of the en-
hancement Q0 is allowed to be anywhere within the
default fit range. We test the case in which the
observed two narrow structures could be an artifact
of a wide bump where a few bins fluctuated down to
the background level.

(ii) The signal !"
b is observed but the !b is interpreted

as background. We impose a loose requirement on
the existence of the second peak, !"

b fixing only the
width of !"

b to the expected theoretical value of

12 MeV=c2 [17]. We let the fitter find the !"
b posi-

tion within the default fit range. The number of free
parameters is changed by 4.

(iii) The signal !b is observed but the !"
b is interpreted

as background. This null hypothesis is similar to
the previous one. The width of the !b is fixed to
7 MeV=c2 [17].

(iv) Neither the !b nor the !
"
b is observed, and theH 0

hypothesis is the default background model used in
L1. We consider the case in which the smooth
background fluctuates to two narrow structures cor-
responding to theH 1 hypothesis. The difference in
the number of degrees of freedom is 6.

In addition to all the cases considered above, we introduce
an additional case in which theH 1 hypothesis corresponds
to any single wide enhancement considered in (i) while the
H 0 hypothesis is the default background considered in (iv).
This special test determines the significance of the single
enhancement with respect to pure background.
Table IV summarizes the results of these tests. The null

hypothesis most likely to resemble our signal is a broad
single enhancement fluctuating to the two narrow struc-
tures. The results of this study establish conclusively the

!ð"Þ$
b and !ð"Þþ

b signals with significance of 6! or higher.

VI. SYSTEMATIC UNCERTAINTIES

The systematic uncertainties considered in our analysis
are the following:
(i) The uncertainty due to the CDF tracker momentum

scale.
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FIG. 2 (color online). The left (right) plot shows the Q-value spectrum for !ð"Þ$
b (!ð"Þþ

b ) candidates with the projection of the
corresponding unbinned likelihood fit superimposed. The Q value is defined in Eq. (2). The pull distribution of each fit is shown in the
bottom of the corresponding plot.

TABLE III. Summary of the results of the fits to the Q ¼
Mð$0

b"
'Þ $Mð$0

bÞ $m" spectra. The statistical uncertainties
are returned by the unbinned maximum-likelihood fits.

State Q0 value,
MeV=c2

Natural width,
#0, MeV=c2

Yield

!$
b 56:2þ0:6

$0:5 4:9þ3:1
$2:1 340þ90

$70

!"$
b 75:8' 0:6 7:5þ2:2

$1:8 540þ90
$80

!þ
b 52:1þ0:9

$0:8 9:7þ3:8
$2:8 470þ110

$90

!"þ
b 72:8' 0:7 11:5þ2:7

$2:2 800þ110
$100
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to any single wide enhancement considered in (i) while the
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This special test determines the significance of the single
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bottom of the corresponding plot.
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Two [udb],  S-wave isospin triplets with  JP = 1/2+ and  JP = 3/2+  , SP
[ud] = 1+  



New bottomonium states : χb(3P) 
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FIG. 3: Mass difference Mµµγ − Mµµ for events passing all selection criteria. The curve shows the mass difference for the
background model which combines Υ(1S) and γ candidates from different events, normalized to the number of data events
above 1.2 GeV/c2. The hatched area shows the distribution obtained by repeating the event selection using muons with the
same charge instead of those of opposite charge.

sured values ∆Mχb(1P ) = 0.418 ± 0.005 GeV/c2 and
∆Mχb(2P ) = 0.760± 0.014 GeV/c2 are shifted from their
true values due to energy loss of the electron/positrons.
A scale factor of 0.96± 0.01 is determined by comparing
these measurements to their world average values assum-
ing an equal mixture of J = 1 and J = 2 components
for each χb state (the J = 0 components are suppressed
in this decay mode) [10]. The measured masses of the
χc states and the π0 detected using photon conversions
have a shift consistent with this scale factor.
The shape of the background distribution is deter-

mined from the data by combining Υ(1S) and photon
candidates from different events. As seen in Fig. 3, this
mixed event background model describes the data for
a wide range of ∆M outside the region of interest. We
also study the ∆M distributions for events with dimuons
in the Υ(1S) mass sideband regions and for events with
dimuons with the same charge in the Υ(1S) mass region.
The resulting ∆M distributions for these selections show
no peaking structure and have shapes similar to that of
the mixed-event background model.
The mass distribution M = Mµµγ − Mµµ +

mΥ(1S), where mΥ(1S) is the world average value 9.4603
GeV/c2 [10], is shown in Fig. 4 along with the results
of an unbinned maximum likelihood fit with three sig-
nal peaks and a background shape determined from the
mixed event model. Crystal Ball functions [11] are used
to describe the signal mass shapes to take into account
the radiative tails due to bremsstrahlung. We use single
Crystal Ball functions to describe the mass of the χb(1P )
and χb(2P ) systems and that of the new state. The cen-
ter for each χb mass function is fixed to its world average
value corrected by the electron/positron energy loss scale
factor. The widths of the signal functions are described
by a single parameter scaled by the mass of each state,
and the lengths of the radiative tails are the same for
all three states. These constraints, determined from the
data without consideration of the new structure, have
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FIG. 4: The distribution of M = Mµµγ − Mµµ + mΥ(1S) fit
with three signal functions and the mixed event background.

also been verified using Monte Carlo simulations. The
widths of all three peaks obtained in the fit are com-
patible with the D0 detector’s resolution. The fit yields
65 ± 11 events above background corresponding to the
new state. A similarly good fit is also obtained by using
an exponential function multiplied by a low-mass turn
on curve to describe the background. The shape of the
resulting background agrees well with that of the mixed-
event model.
A significance of more than six standard deviations

is determined from the difference in the log likelihood
of the fits with and without the new state’s contribu-

D0	  confirms…	  
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Each	  peak	  represents	  a	  J=(0),1,2	  triplet	  	  
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χb(nP) ➝ Υ(nS) + γ	
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The importance of measuring HF hadron lifetimes 

spectator model of HF decay : in this simple picture 
all b mesons and baryons would have the same lifetime, but this is modified by 
the strong  interaction with the other quarks and gluons.  
 
The study of b-hadron lifetimes can teach us about the interplay between strong and  
weak interactions. 

26	  

34th International Conference on High Energy Physics, Philadelphia, 2008

B hadron lifetime [ps]
1 1.5 2

B hadron lifetime [ps]
1 1.5 2

PDG 2008

Mark II

HRS
MAC

DELCO

MARK II
TASSO

Oxford
JADE

ALEPH
OPAL
L3

ALEPH
OPAL
DELPHI

L3
DELPHI
CDF
ALEPH
OPAL
DELPHI

SLD

ALEPH
DELPHI
OPAL

L3
CDF

1983

1987

1988

1989

1990

1991

1992

1993

1994
1995
1996
1997
1998

 

Figure 1: History of measurements of the average B hadron lifetime.

interplay between the strong and weak interaction. Predictions of B hadron lifetimes are provided in the heavy quark

expansion (HQE) which in turn allows us to expand the inclusive decay width ΓB in powers 1/mb of the bottom

quark mass

ΓB ∼ |VCKM |2
∑

n

cn(µ)

(

1

mb

)n

〈Hb|On|Hb 〉. (1)

In HQE short distance effects contained in the Wilson coefficients cn(µ), evaluated in perturbation theory, are

separated from long distance physics represented by the matrix element 〈Hb|On|Hb 〉 to be computed through non-

perturbative QCD sum rules, operator product expansion methods or lattice QCD calculations. In HQE the order

O(1/m2
b) distinguishes meson versus baryon decays while spectator effects of order O(1/m3

b) differentiate between

the lifetimes of B0, B+ and B0
s mesons. These calculations allow for precise predictions of B hadron lifetimes where

many can be found in the literature. Reference [4] only quotes a few of them. Most of these predictions can be

summarized in form of the following estimates for B hadron lifetime ratios

τ(B+)

τ(B0)
= 1.06 ± 0.02,

τ(B0
s )

τ(B0)
= 1.00 ± 0.01,

τ(Λ0
b)

τ(B0)
= 0.88 ± 0.05. (2)

Measurements of B hadron lifetimes thus test the validity of HQE, a technique which is also used to supply input

for the extraction of elements of the Cabibbo-Kobayashi-Maskawa (CKM) quark mixing matrix.

Since history always provides guidance, Figure 1 shows the history of measurements of the average B hadron

lifetime which starts with the first measurement of the average lifetime of bottom hadrons [5] in 1983. The Mark II

detector measured τb = (1.20+0.45
−0.36 ± 0.30) ps which is within large errors in agreement with the current average

B hadron lifetime as determined by the Particle Data Group (PDG) [6]. However, Figure 1 indicates that all early

measurements of bottom hadron lifetimes appear to obtain low central values compared to the current world average

until the availability of precision measurements pined down the current world average. Such an effect seems to repeat

itself in other B hadron lifetime measurements as we shall see later.

2. Experimental Environment

The producers of hadrons containing b quarks are currently the KEKB and PEP-II e+e− colliders together with the

Belle and BABAR experiments, as well as the Fermilab Tevatron where the CDF and D0 experiments are operating.
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for the extraction of elements of the Cabibbo-Kobayashi-Maskawa (CKM) quark mixing matrix.
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lifetime which starts with the first measurement of the average lifetime of bottom hadrons [5] in 1983. The Mark II

detector measured τb = (1.20+0.45
−0.36 ± 0.30) ps which is within large errors in agreement with the current average

B hadron lifetime as determined by the Particle Data Group (PDG) [6]. However, Figure 1 indicates that all early

measurements of bottom hadron lifetimes appear to obtain low central values compared to the current world average

until the availability of precision measurements pined down the current world average. Such an effect seems to repeat
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2. Experimental Environment

The producers of hadrons containing b quarks are currently the KEKB and PEP-II e+e− colliders together with the
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Λb	  life'me	  and	  mass	   4

TABLE I. Results of the simultaneous mass and decay time
maximum likelihood fit for Λ0

b . The uncertainties shown are
statistical only. The number of degrees of freedom used for
the χ2 calculation is Ndof = 61.

Par. Value Par. Value

mΛb
5619.7 ± 0.7 MeV χ2/Ndof 1.09

τΛb
1.449 ± 0.036 ps Nsig 2184 ± 57

fsig 0.268 ± 0.007 Nbkg 5970 ± 160

Sm 1.18 ± 0.03 σm 31.1 ± 0.8 MeV

Sτ 1.05 ± 0.02 στ 0.117 ± 0.003 ps

determined using this weighted MC sample. It is mod-
eled as a simple exponential, ε(τ ′) ∝ e−τ

′/cΛb , where cΛb

denotes the slope of the efficiency correction. The expo-
nential form is chosen for ε(τ ′) because it describes the
MC data well and is particularly easy to convolve with
the resolution model. The slope of the exponential, cΛb

, is
extracted from a fit to the MC decay time efficiency plot
shown in Fig. 2. The extracted value is cΛb

= 113±56 ps,
i.e. for a decay time of 6 ps the efficiency decreases by
5%.

A. Parameters determined from the fit

The full PDF has 12 free parameters: the Λ0
b mass

and lifetime, mΛb
and τΛb

; the fraction of signal events,
fsig; the error scale factors, Sm and Sτ ; the slope of
the mass dependence of the background, b; the pseudo-
lifetimes of the long-lived background, τbkg,1 and τbkg,2;
the exponential slope of the non-Gaussian prompt back-
ground, τbkg,3; and the relative fractions of the various
background contributions, f1, f2, and f3.
Other quantities are calculated from the fit param-

eters. The number of signal and background candi-
dates, Nsig and Nbkg, are calculated as Nsig = fsigN
and Nbkg = (1− fsig)N , where N is the total number of
candidates. The mass and proper decay time resolutions
are calculated from the fit parameters, too. By analogy
with a Gaussian distribution, the mass resolution, σm, is
defined as half of that mass range for which the integral
of Ms retains 68.3% of the number of signal events sym-
metrically around the fitted Λ0

b mass. The proper decay
time resolution, στ , is determined in the same fashion by
integrating the prompt background PDF.

V. EXTRACTION OF THE LIFETIME AND
MASS

A. Results of the maximum likelihood fit

The results of the maximum likelihood fit are listed in
Table I. The table shows only the most important fitted
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FIG. 3. Projections of the fitted PDF onto the mass (top)
and the proper decay time (bottom) axes for Λ0

b candidates.
The errors of the listed fit result values are statistical only.
The χ2/Ndof value is calculated from the dataset binned in
mass and decay time with the number of degrees of freedom
Ndof = 61.

parameters, calculated parameters, and a χ2/Ndof value
which quantifies the fit quality. The χ2/Ndof value is cal-
culated from the dataset binned in mass and decay time
with 61 degrees of freedom. The sizes of the bins are
commensurate with the measured mass and decay time
resolutions and only bins with more than 11 entries are
used for the χ2 calculation. This is to enable the error on
the number of entries in each bin can be taken as Gaus-
sian. The lifetime result is corrected for the selection bias
(see Section IV); the size of the correction is +19 fs. The
estimated correlation between the mass and lifetime is
small, 0.002. Projections of the PDF onto the mass and
proper decay time axes are shown in Fig. 3.

B. Systematic uncertainties

Systematic errors are estimated by changing various
parameters of the analysis and observing the shift in the
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Lifetime measurement results 
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Comparison with other measurements 

ATLAS lifetime measurement is the most precise Λb lifetime 
measurement in the world! 
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τ (Λb ) =1.499 ± 0.036(stat)± 0.017(syst)ps
courtesy	  of	  N.	  Panikashvili	  

Discrepancy	  CDF/CDF,	  CDF/D0	  
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NEUTRAL$MESON$MIXING'

•  Mixing&and&decay&described&by:0

•  Diagonalising&the&mixing&matrix&results&in:0
o  two&eigenstates:0
o  with&separate&masses:0
o  and&different&lifetimes:0
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Γs	  =	  	  (ΓH	  +	  ΓL)	  /2	  	  is	  the	  effecLve	  lifeLme,	  
obtained	  by	  describing	  the	  untagged	  
decay	  Lme	  distribuLon	  with	  a	  single	  
exponenLal:	  	  ΔΓs	  =	  ΓL	  -‐	  ΓH	  
	  

From	  Bs	  ➝	  J/ψ Φ	  	  	  :	  	  	  
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CDF	  Phys.	  Rev.	  D85	  (2012)	  072002	  	  
D0	  	  Phys.	  Rev.	  D85	  (2012)	  032006	  	  
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Because	  of	  mixing,	  there	  are	  two	  mass	  
eigenstates	  (mH,	  mL)	  	  with	  separate	  lifeLmes	  and	  	  
widths	  ΓH	  ΓL	  ,	  	  
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Figure 5: B0
s� J/⌅ f0(980) and B0� J/⌅K⇥0 decay time ratio with fit for ⇥J/� f0 .

Gaussian function for the signal model as 0.001 ps, and fits with an exponential func-
tion and a first order Chebychev polynomial for the combinatorial background model as
0.010 ps. The di⇤erent selection criteria used to select B0

s � J/⌅ f0(980) � µ+µ��+��

and B0 � J/⌅K⇥0 � µ+µ�K��+ decays could a⇤ect the acceptance cancellation be-
tween the modes. In order to investigate this e⇤ect, we loosen and tighten the particle
identification selection for the kaon and repeat the analysis and assign the larger di⇤erence
with respect to the default selection, 0.007 ps, as a systematic uncertainty. We assign half
of the relative change between the fit without the acceptance correction, 0.018 ps, as a
systematic uncertainty. A potential statistical bias of our method of lifetime extraction
due binning e⇤ects is 0.012 ps. All the contributions are added in quadrature and yield a
total systematic error on the lifetime of 0.026 ps (1.5%). Thus the e⇤ective lifetime of the
J/⌅ f0(980) final state in B0

s decays, when fit to a single exponential is

⇥J/� f0 = 1.700± 0.040± 0.026ps . (5)

We set the width �H equal to the inverse of the J/⌅ f0(980) e⇤ective lifetime and add63

two additional sources of systematic uncertainty. The first is due to a possible non-zero64

value of ⇤s. For cos⇤s = 0.99 [6], ⇥J/� f0(980) changes by 0.002 ps, which we take as a65

systematic uncertainty. The possible CP -even component, limited to be < 0.006 at 95%66

confidence limit [10], introduces a 0.001 ps systematic uncertainty. These two sources are67

added in quadrature to obtain the final systematic uncertainty on �H .68

The e⇤ective lifetime of the B0
s in the CP-odd J/⌅ f0(980) final state has been measured

with respect to the well measured B0 lifetime in the final state J/⌅K⇥0 using a data sample
corresponding to an integrated luminosity of 1.0 fb�1 recorded with the LHCb detector
in 2011. The analysis exploited the kinematic similarities between the B0

s � J/⌅ f0(980)
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Conclusions 

An impressive number of new measurements in the HF sector in 2012  
 concerning production, spectroscopy and lifetimes and many more in the oven  

Theoretical tools that were rigged and tuned at Tevatron  are working remarkably 
 well at LHC. On the other side, we are still using several effective theories ! 
 Also, theoretical uncertainties often larger than experimental uncertainties. 
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HF production: cross section measurements in exclusive and inclusive decays, 
in association with jets, vector bosons, etc. Apologies for not mentioning your  
favored measurement ! 
 
Spectroscopy: discovery of new mesons  (B+

1, B*+
2, χb(3P)  ) and baryons (Λb*, Ξb*) 

 
Lifetimes: Λb , Bs 



Extras	  
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multiple Charm production 

31	  

Can originate from several processes: 
 

 1. LO gg ➝  J/ψ ccbar  
 

 2. Double Parton Scattering 
 

 3. sea quarks  
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Double J/ψ production 
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Physics	  Lehers	  B	  707	  (2012)	  52–59	  
LHCb Collaboration / Physics Letters B 707 (2012) 52–59 55

Table 1
Relative systematic uncertainties on the cross-section measurement. The total un-
certainty is calculated as the quadratic sum of the individual components.

Source Systematic uncertainty [%]
Track-finding efficiency 4 × 4
Trigger efficiency 8
Per-event efficiency 3
J/ψ polarisation 2 × 5
Data/simulation difference for χ2/ndf 3
Global event cuts 2
Muon identification 2 × 1.1
Luminosity 3.5
J/ψ → µ+µ− branching ratio 2 × 1

Total 21

the absolute luminosity scale with a precision of 3.5%, dominated
by the beam current uncertainty [37,38].

The relative systematic uncertainties are summarised in Table 1,
where the total uncertainty is defined as the quadratic sum of the
individual components.

6. Cross-section determination

The efficiency-corrected yield for events with both J/ψ can-
didates in the fiducial region is extracted using the procedure
discussed in Section 3. To account for the efficiency a weight ω,
defined as

ω−1 = εtot
J/ψJ/ψ

where εtot
J/ψJ/ψ is the total efficiency defined in Eq. (1), is applied to

each candidate in the sample.
The corrected yield of J/ψ → (µ+µ−)1 in bins of (µ+µ−)2 in-

variant mass is shown in Fig. 1(b). As previously described, to
extract the yield a fit with a double-sided Crystal Ball function
for the signal, together with an exponential function for the back-
ground component, is performed. Again, the position of the J/ψ
peak and the effective mass resolution are fixed to the values
found in the inclusive J/ψ sample. The event yield after the effi-
ciency correction is

Ncorr
J/ψJ/ψ = 672 ± 129.

The cross-section for double J/ψ production in the fiducial
range 2 < yJ/ψ < 4.5 and pJ/ψ

T < 10 GeV/c is computed as

σ J/ψJ/ψ =
Ncorr

J/ψJ/ψ

L × B2
µ+µ−

,

where L = 37.5 ± 1.3 pb−1 is the integrated luminosity and
Bµ+µ− = (5.93 ± 0.06)% [39] is the J/ψ → µ+µ− branching ratio.
The result is

σ J/ψJ/ψ = 5.1 ± 1.0 ± 1.1 nb,

where the first uncertainty is statistical and the second system-
atic.

Using the measured prompt J/ψ production cross-section in the
same fiducial region [32] and taking into account the correlated
uncertainties, the ratio of cross-sections σ J/ψJ/ψ/σ J/ψ is calculated
to be

σ J/ψJ/ψ/σ J/ψ =
(
5.1 ± 1.0 ± 0.6+1.2

−1.0

)
× 10−4,

where the first error is statistical, the second systematic and the
third is due to the unknown polarisation of the prompt J/ψ and
J/ψ from pair production.

Fig. 2. Differential production cross-section for J/ψ pairs as a function of the invari-
ant mass of the J/ψJ/ψ system. The points correspond to the data. Only statistical
uncertainties are included in the error bars. The shaded area corresponds to predic-
tion by the model described in Ref. [20].

The differential production cross-section of J/ψ pairs as a func-
tion of the invariant mass of the J/ψJ/ψ system is shown in
Fig. 2. The whole analysis chain has been repeated for each bin
of J/ψJ/ψ invariant mass to get the differential production cross-
section. The bulk of the distribution is concentrated in the low
invariant mass region. A theoretical prediction for the shape of
this distribution taking into account both direct production and
feeddown from ψ(2S) decays [20] is overlaid. Within the avail-
able statistics the agreement between the data and the prediction
is reasonable.

7. Conclusions

The production of J/ψ pairs in proton–proton collisions at a
centre-of-mass energy of 7 TeV has been observed with a statis-
tical significance in excess of 6σ . The data are consistent with the
predictions given in Refs. [19,20]. The higher statistics that will
be collected during the 2011 data-taking period will allow the
kinematic properties of these events to be studied and different
production models to be probed.
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Fig. 1. The fitted yields of J/ψ → (µ+µ−)1 in bins of (µ+µ−)2 invariant mass: (a) the raw signal yield observed in the data; (b) the efficiency-corrected yield (Section 6).
The result of a fit with a double-sided Crystal Ball function for the signal and an exponential background is superimposed.

identify charged hadrons. Further downstream, an electromagnetic
calorimeter is used for photon and electron identification, followed
by a hadron calorimeter and a muon system consisting of alter-
nating layers of iron and chambers (MWPC and triple-GEM) that
distinguishes muons from hadrons. The calorimeters and muon
system provide the capability of first-level hardware triggering.

The LHCb trigger system consists of three levels. The first level
(L0) is designed to reduce the LHC bunch crossing rate of 40 MHz
to a maximum of 1 MHz, at which the complete detector is read
out. This is the input to the first stage of the software trigger,
which performs a partial event reconstruction to confirm or dis-
card the L0 trigger decision. The second stage of the software
trigger performs a full event reconstruction to further discriminate
signal events from other pp collisions. To avoid that a few events
with high occupancy dominate the CPU time, a set of global event
cuts is applied on the hit multiplicities of each sub-detector used
by the pattern recognition algorithms. These cuts were chosen to
reject high-multiplicity events with a large number of pp interac-
tions with minimal loss of luminosity.

The data used for this analysis comprise an integrated lumi-
nosity of 37.5 pb−1 of pp collisions at a centre-of-mass energy
of 7 TeV collected by the LHCb experiment between July and
November 2010. This number includes the dead-time of trigger
and data acquisition systems. During this period all detector com-
ponents were fully operational and in a stable condition. The mean
number of visible proton–proton collisions per bunch crossing was
up to 2.5.

The simulation samples used are based on the Pythia 6.4 gen-
erator [22] configured with the parameters detailed in Ref. [23].
The EvtGen [24] and Geant4 [25] packages are used to generate
hadron decays and simulate interactions in the detector, respec-
tively. Prompt charmonium production is generated in Pythia ac-
cording to the leading order CS and CO mechanisms.

3. Event selection and signal yield

In this analysis the J/ψ is reconstructed through its decay into a
pair of muons. Events with at least four muons are selected. J/ψ →
µ+µ− candidates are formed from pairs of oppositely-charged par-
ticles identified as muons that each have a transverse momentum
greater than 650 MeV/c and that originate from a common vertex.
Track quality is ensured by requiring that the χ2

tr/ndf provided by
the track fit is less than five. Well identified muons are selected by
requiring that the difference in logarithms of the global likelihood

of the muon hypothesis, provided by the particle identification de-
tectors [26], with respect to the hadron hypothesis, " ln Lµ−h, be
greater than zero. To suppress the contribution from duplicate par-
ticles created by the reconstruction procedure, if two muon can-
didates have a symmetrised Kullback–Leibler divergence [27] less
than 5000, only the particle with the best track fit is considered.

Selected µ+µ− candidates with an invariant mass in the range
3.0 < mµ+µ− < 3.2 GeV/c2 are paired to form (µ+µ−)1(µ+µ−)2
combinations. A fit of the four-muon candidate is performed [28]
that requires the four tracks to be consistent with originating from
a common vertex and that this vertex is compatible with one of
the reconstructed pp collision vertices. To reject background where
two J/ψ candidates originate from different pp collisions, the re-
duced χ2 of this fit, χ2/ndf, is required to be less than five.

The number of events with two J/ψ mesons is extracted from
the single J/ψ mass spectra. The invariant mass distributions of the
first muon pair are obtained in bins of the invariant mass of the
second pair.1 The single J/ψ mass spectrum is modelled empiri-
cally using simulated events. This exhibits non-Gaussian tails on
either side of the peak. The tail on the left-hand side is dominated
by radiative effects in J/ψ decay, while the right-hand side tail is
due to non-Gaussian effects in the reconstruction. The shape of
the distribution is described by a function that is similar to a Crys-
tal Ball function [29,30], but with the power-law tails on both sides
of the core Gaussian component. The position of the J/ψ peak, the
effective mass resolution and the tail parameters of this double-
sided Crystal Ball function are fixed to the values determined from
an analysis of the signal shape in the inclusive J/ψ sample. Com-
binatorial background is modelled using an exponential function.
This model is used to extract the yield of J/ψ → (µ+µ−)1 in bins
of the (µ+µ−)2 invariant mass. The extracted yield is shown in
Fig. 1(a) together with the result of a fit according to the model
described above. The yield of events with double J/ψ production
given by the fit is N J/ψJ/ψ = 141 ± 19, where the statistical signifi-
cance of this signal exceeds 6σ . A fit with position and resolution
of the signal peak left free was also performed and gave consistent
results.

Studies of single J/ψ production indicate that the detector
acceptance and efficiency is high for the fiducial range 2 <

yJ/ψ < 4.5 and pJ/ψ
T < 10 GeV/c. The raw yield of events with both

J/ψ mesons within this range is 139 ± 18. The yield of events with

1 The µ+µ− pair with lower transverse momentum is chosen to be the first pair.
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Fig. 1. Main diagrams for associated production of a Z boson and one or more b-
jets.

a 2 T axial magnetic field, electromagnetic and hadronic calorime-
ters and a muon spectrometer. The inner detector system pro-
vides tracking information for charged particles in a pseudorapidity
range |η| < 2.5.1 At small radii, high granularity silicon pixel and
microstrip detectors allow for the reconstruction of secondary de-
cay vertices. The electromagnetic calorimeter uses lead absorbers
and liquid argon as the active material and covers the rapidity
range |η| < 3.2, with high longitudinal and transverse granularity
for electromagnetic shower reconstruction. For electron detection
the transition region between the barrel and end-cap calorimeters,
1.37 < |η| < 1.52, is not considered in this analysis. The hadronic
tile calorimeter is a steel/scintillating-tile detector that extends the
instrumented depth of the calorimeter to fully contain hadronic
particle showers. In the forward regions it is complemented by
two end-cap calorimeters using liquid argon as the active material
and copper or tungsten as the absorber material. The muon spec-
trometer comprises three large air-core superconducting toroidal
magnets which provide a typical field integral of 3 Tm. Three
stations of chambers provide precise tracking information in the
range |η| < 2.7, and triggers for high momentum muons in the
range |η| < 2.4. The transverse energy ET is defined to be E sin θ ,
where E is the energy associated with a calorimeter cell or en-
ergy cluster. Similarly, pT is the momentum component transverse
to the beam line.

3. Collision data and simulated samples

3.1. Collision data

The analysis presented here is performed on data from pp
collisions at a centre-of-mass energy of 7 TeV recorded by AT-
LAS in 2010 in stable beams periods and uses data selected for
good detector performance. The events were selected online by
requiring at least one electron or muon with high transverse mo-
mentum, pT. The trigger thresholds evolved with time to keep
up with the increasing instantaneous luminosity delivered by the
LHC. The highest thresholds applied in the last data taking pe-
riod were ET > 15 GeV for electrons and pT > 13 GeV for muons.
The integrated luminosity after beam, detector and data-quality re-
quirements is 36.2 pb−1 (35.5 pb−1) for events collected with the
electron (muon) trigger, measured with a ±3.4% relative error [13,
14].

1 The azimuthal angle φ is measured around the beam axis and the polar angle θ

is the angle from the beam axis. The pseudorapidity is defined as η = − ln tan(θ/2).
The distance $R in η − φ space is defined as $R =

√
$φ2 + $η2.

3.2. Simulated events

The measurements will be compared to theoretical predictions
of the Standard Model, using Monte Carlo samples of signal and
background processes. The detector response to the generated
events is fully simulated with GEANT4 [15].

Samples of signal events containing a Z boson decaying into
electrons or muons and at least one b-jet have been simulated us-
ing the ALPGEN, SHERPA, and MCFM generators, using the CTEQ6.6
PDF set [16]. All three generators include Z/γ ∗ interference terms.
The ALPGEN generator is interfaced to HERWIG [17] for parton
shower and fragmentation, and JIMMY for the underlying event
simulation [18]. For jets originating from the hadronisation of light
quarks or gluons (hereafter referred to as light-jets), the LO gen-
erator ALPGEN uses MLM matching [19] to remove any double
counting of identical jets produced via the matrix element and
parton shower, but this is not available for b-jets in the present
version. Therefore events containing two b-quarks with $R < 0.4
($R > 0.4) coming from the matrix element (parton shower) con-
tribution are removed. SHERPA uses the CKKW [20] matching for
the same purpose. The MCFM NLO generator lacks an interface
to a parton shower and fragmentation package, hence to compare
with the data we apply correction factors describing the parton-
to-particle correspondence, obtained from particle-level LO simu-
lations. For all Monte Carlo events, the cross-section is normalised
by rescaling the inclusive Z cross-section of the relevant generator
to the NNLO cross-section [21].

The dominant background comes from Z + jets events, with
the Z decaying into electrons, muons or tau leptons, where one
jet is a light or c-jet which has been incorrectly tagged as a
b-jet. These events are simulated using the same generators as
the signal. Other background processes considered include tt̄ pair
production simulated by MC@NLO [22,23], W (→ lν) + jets simu-
lated by PYTHIA [24], W W /W Z/Z Z simulated by ALPGEN, and
single-top production simulated by MC@NLO. The cross-sections
for these processes have been normalised to the predictions of
[25,26] (approximate NNLO) for tt̄ pair production, [21] (NNLO)
for W (→ lν)+ jets, [3] (NLO) for W W /W Z/Z Z , and the MC@NLO
value for single-top.

Events have been generated with the number of collision ver-
tices drawn from a Poisson distribution with an average of 2.0
vertices per event. Simulated events are then reweighted to match
the observed vertex distribution in the data.

4. Reconstruction and selection of Z + b candidates

Events are required to contain one primary vertex with at least
three high-quality charged tracks. As the final state should contain
a Z boson, the selection of events closely follows the selection cri-
teria used by ATLAS for the inclusive Z analysis [27]. In the e+e−

channel, two opposite sign electron candidates are required with
ET > 20 GeV and |η| < 2.47. Electron candidates are reconstructed
from a cluster of cells in the electromagnetic calorimeter and a
charged particle track in the inner detector. Criteria are applied on
the longitudinal and transverse shower shapes in the calorimeters
and on the matching of the track with the cell cluster, requesting a
Medium [27] electron quality. Similarly in the µ+µ− channel, two
opposite sign muons are required with pT > 20 GeV and |η| < 2.4.
Muon candidates are reconstructed from a track in the muon spec-
trometer associated with a track in the inner detector. To reject
cosmic rays the track is required to be compatible with coming
from the primary vertex of the collision under study. In addition,
an isolation criterion is applied requiring that the summed pT of
tracks in a cone $R = 0.2 around the muon candidate be less than
10% of the muon pT. For both channels, the invariant mass of the
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Figure 6: Distributions of the dilepton invariant mass m(ll) for the dimuon (left) and dielectron
(right) samples. Overlaid are the templates for Drell-Yan and tt contributions, after fitting the
relative fractions.

by comparing with templates constructed from an independent MC sample, and by comparing
with the expectations from MC, which have all shown to give consistent results. A systematic
uncertainty of 4.5% is estimated from MC, for the fraction of events possibly originating from
other sources, namely Z + bc, cl, ll.

The expected ZZ yield is estimated from MC, using the cross section and uncertainty from the
CMS measurement [20] for the normalization. After selection, the expected contributions in the
muon and electron channels are respectively

Nµµ+bb
ZZ = 5.2 ± 0.10 (stat.) ± 0.18 (syst.); Nee+bb

ZZ = 3.0 ± 0.10 (stat.) ± 0.14 (syst.) (2)

The systematic uncertainty is dominated by the measurement uncertainty, while the statistical
uncertainty originates from the limited MC statistics.

Table 2: The estimates of the variables entering the signal yield estimate for the L = 2.1 fb�1

data sample, including systematic uncertainties.
Variable Parameter µµ + bb ee + bb
Z+bb yield NZ(ll)+bb 219 148
bb-purity fbb (83 ± 6)% (83 ± 6)%
tt fraction ftt (20 ± 5)% (17 ± 5)%
Diboson yield NZ(ll)Z(bb) 5.2 ± 0.2 3.0 ± 0.2

The signal yield can be estimated from the number of selected events (NZ(ll)+bb), the per-event
purity fbb, the tt contamination ftt, and expected ZZ yield (NZZ) as

Nsig
Z(ll)+bb = NZ(ll)+bb ⇥ ( fbb � ftt)� NZZ. (3)

Using the values from Table 2, the reconstructed signal yield is estimated to be Nsig
Z(µµ)+bb =

133 ± 21 and Nsig
Z(ee)+bb = 95 ± 15.
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Table 4
Experimental measurement and predictions of σb , the cross-section for inclusive b-
jet production in association with a Z boson, per lepton channel, as defined in the
text.

Experiment 3.55+0.82
−0.74(stat)+0.73

−0.55(syst) ± 0.12(lumi) pb

MCFM 3.88 ± 0.58 pb
ALPGEN 2.23 ± 0.01 (stat only) pb
SHERPA 3.29 ± 0.04 (stat only) pb

parton-level jets are matched to b quarks. This is calculated us-
ing SHERPA, PYTHIA and AcerMC [34], with the spread of these
results defining the range of the correction, which is found to be
0.89±0.07. The correction is dominated by the impact of b-hadron
decay products falling outside the jet at the particle-level. The cor-
rection factor for lepton FSR is similarly found to be 0.972 ± 0.002
for both lepton types, dominated by dilepton pairs migrating out
of the required mass window.

In order to estimate theoretical uncertainties on the predic-
tion, the renormalisation and factorisation scales are indepen-
dently shifted up, then down, by a factor of 2. The uncer-
tainties arising from the different PDF error sets are also as-
sessed, as well as using the CTEQ6.6 PDF with different values
of αS . The raw MCFM prediction for the Z + b cross-section
in the fiducial region is 4.48+0.55

−0.56(scale)+0.10
−0.12(PDF)+0.08

−0.08(αs) pb.
For comparison, the prediction obtained using the MSTW2008
PDF [35] is 4.80+0.62

−0.61(scale)+0.09
−0.10(PDF)+0.09

−0.11(αs) pb. The CTEQ6.6
and MSTW2008 PDFs use different default values for αs (prop-
agated consistently through the NLO calculation), and, taking
into account their combined PDF and αs uncertainties, there is
a marginal disagreement between the two predictions. However,
given the precision of the experimental measurement, we cannot
conclude that one PDF better reproduces the experimental result
than the other. We quote the prediction using the CTEQ6.6 PDF by
default, and the uncertainty quoted in Table 4 for the corrected re-
sult corresponds to the quadratic sum of the uncertainties on the
scale, PDF, αs , and the uncertainty on the non-perturbative cor-
rection. The ALPGEN and SHERPA predictions are also shown, with
errors from the MC statistics only.

6.4. Measurement of the average number of b-jets per Z event

Simulation packages such as ALPGEN and SHERPA are based on
LO calculations and thus are not expected to accurately predict an
absolute cross-section for the process studied here. However, they
are often used to generate fully simulated events for the study
of backgrounds to the search of other processes, as mentioned
in the introduction. A current practice is then to normalise the
cross-section of generated events to that of a well-known, more
inclusive process. In this approach, the analysis presented here is
extended to measure the ratio of σb to that of the cross-section for
the inclusive production of the Z boson (for the same fiducial re-
strictions on the Z decay), i.e. the average number of b-jets per Z
event. To obtain the inclusive Z sample, the analysis is repeated
with the same selection as above, except the jet requirements.
The cross-section obtained for the inclusive Z production with the
same fiducial region for the leptons is 465 ± 3 pb (statistical error
only), in agreement with the ATLAS measurement [36]. The sys-
tematic uncertainties on the ratio are propagated coherently in the
Z + b and Z selections. The uncertainties related to leptons cancel
to a negligible level, and those related to luminosity cancel com-
pletely. However as the main systematic uncertainties concern only
the Z + b analysis (b-tagging, model dependence, jet energy scale),
the overall systematic uncertainty is only marginally reduced.

The MCFM prediction of this ratio is calculated with the same
method and assumptions as above. To estimate the systematic un-

Table 5
Experimental measurement and predictions of the average number of b-jets pro-
duced in association with a Z boson, with the same fiducial region as defined in
the text for σb .

Experiment (7.6+1.8
−1.6(stat)+1.5

−1.2(syst)) × 10−3

MCFM (8.8 ± 1.1) × 10−3

ALPGEN (6.2 ± 0.1 (stat only)) × 10−3

SHERPA (9.3 ± 0.1 (stat only)) × 10−3

certainty, the scale and PDF choices are varied coherently between
the Z + b and inclusive Z samples for each sub-process simulated.
Table 5 shows the experimentally measured result for the average
number of b-jets per Z event and comparisons to the theoretical
predictions. The MCFM NLO prediction is in agreement with the
data. The ALPGEN and SHERPA predictions differ significantly from
each other, but are both compatible with the data within the ex-
perimental uncertainties.

7. Conclusions

A first measurement is made of the cross-section for the pro-
duction of b-jets in association with a Z boson in proton–proton
collisions at

√
s = 7 TeV, using 36 pb−1 of data collected in 2010

by the ATLAS experiment. In addition, the average number of b-jets
per Z event is extracted. Both measurements are currently statis-
tics limited. The predictions from NLO pQCD calculations agree
well with both results. Leading order generators are able to repro-
duce the measured average number of b-jets per Z event within
the uncertainties of the measurement, although their predictions
differ significantly from each other.
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lated using MCFM [21–23] similarly as in Ref. [3].

The cross section results are potentially sensitive to model-dependent variations of the b-jet
kinematics. In particular, this could affect the generator- to reconstructed-level efficiency fac-
tors. A study has been performed in which the ratio of events outside the generator-level
acceptance to inside this acceptance is varied in the MC signal sample. Realistic variations of
up to 10% on this ratio are found to have an impact on the cross section results at least an order
of magnitude below the given systematic uncertainties. Another study, in which all efficiency
factors are recalulated with the MC signal sample reweighted to match the pbb

T data distri-
bution as shown in Figure 5 gives variations in the cross section results at the level of 0.5%,
therefore the observed data/MC shape discrepancy does not have any appreciable impact on
the measurement.

The impact of the systematic uncertainties on the cross section is summarised in Table 5.

Table 5: Fractional uncertainties on the measured cross sections.
ee(%) µµ(%)

Correlated sources Z+1b Z+2b Z+1b Z+2b
b-jet purity 3.5 10.3 2.5 11.0
tt contribution 0.9 8.9 0.5 9.4
b-tagging efficiency 4.0 7.4 3.9 7.5
Jet energy scale 3.9 6.9 3.8 6.4
Luminosity 4.5 4.5 4.5 4.5
Emiss

T selection 0.3 2.4 0.3 2.4
Pileup 1.7 1.8 0.3 0.3
ZZ contribution 0.1 0.5 0.1 0.7
Jet energy resolution 0.1 0.2 0.1 0.1
Mistagging rate 0.02 0.08 0.02 0.07
Theory (via Al) 1.8 5.9 3.0 6.4
Uncorrelated sources Z+1b Z+2b Z+1b Z+2b
MC sample stat. 1.2 5.1 0.9 4.2
Dilepton selection 4.0 4.0 1.9 1.9
Statistical 2.4 10.0 1.8 8.2
Experimental systematic 9.1 18.9 7.7 18.8
Theoretical systematic 1.8 5.9 3.0 6.4

5 Result

The final cross section is obtained from the unfolded yields per multiplicity bin divided by the
integrated luminosity. The results are summarised in Table 6.

Table 6: Cross section for the production of Z in association with exactly 1 b jet and at least 2-b
jets, and the combination of the two (at least 1 b jet).

Multiplicity bin ee µµ
shadron(Z+1b,Z! ``)(pb) 3.25 ± 0.08 ± 0.29 ± 0.06 3.47 ± 0.06 ± 0.27 ± 0.11
shadron(Z+2b,Z! ``)(pb) 0.39 ± 0.04 ± 0.07 ± 0.02 0.36 ± 0.03 ± 0.07 ± 0.03
shadron(Z+b,Z! ``)(pb) 3.64 ± 0.09 ± 0.35 ± 0.08 3.83 ± 0.07 ± 0.31 ± 0.14
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Agreement with NLO QCD 
calculations within 1.4σ NLO QCD predictions lower than 

data, but consistent within 1.5σ

Jets are reconstructed with anti-kt algorithm† and have pT > 25 GeV and |y| < 2.1 

b-jet in association with a Z boson b-jets in association with a W boson

Requires W decay to high pT e or μ
+1 or 2 jets, with ≥ 1  tagged as b-jet

(top decays excluded) 

Requires Z decay to high pT electrons 
or muons and at least one tagged b-jet 

MCFM:  3.88 ± 0.58  pb
ALPGEN: 2.23 ± 0.01 (stat only)  pb
SHERPA: 3.29 ± 0.04 (stat only)  pb

ATLAS:  3.5 +0.82
0.74 (stat)

0.73
0.55 (syst) ± 0.12(lumi) pb
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