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Measurement of the proton-air cross-
-section at sqrt(s) = 57 TeV with the 
Pierre Auger Observatory
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(a) Light at the aperture of the telescope.
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(b) Energy deposited into the atmosphere.

Fig. 2: Longitudinal development of a particular shower chosen for illustration.
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Fig. 3: Illustration of the truncation of the
Xmax distributions. See text.
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Fig. 4: Xmax as a function of FOV limits
(1018.1 < E(eV)) < 1018.2).

shown a fit of a Gaisser-Hillas function [8]. One of the parameters fitted in the Gaisser-Hillas
function is exactly Xmax shown as the red dot in figure 2b.

4 Data Selection

The data selection has two main purposes. Firstly we have to guarantee a good resolution
of Xmax and energy and secondly we need to eliminate a possible detection bias regarding
primary particle types.

The list below shows the selection criteria for good quality events. They have been de-
veloped in a detailed study of our detectors:

1. Atmospheric Conditions: events are used if there are reliable measurements of the ver-
tical optical depth of aerosols and they are smaller than 0.1 and if less than 25% of the
sky is covered by clouds.

2. Time Synchronisation: showers with large apparent angular speed are rejected in order
to minimise uncertainties in the time synchronisation between the FD and SD. Numeri-
cally we have excluded events with axis within 20◦ from the telescope axis. This cut also
rejects events with large fraction of direct Cerenkov light.

the single-diffractive cross section, as well as from proton-
carbon cross-section data at lower energies.
This Glauber calculation is model-dependent since nei-

ther the parameters nor the physical processes involved are
known accurately at cosmic-ray energies. In particular, this
applies to the elastic slope parameter, Bel (defined by
d�el=dt / expð�jtjBelÞ for very small t), the correlation
of Bel to the cross section, and the cross section for dif-
fractive dissociation. For the example of �inel

pp , the correla-

tion of Bel with the cross section is shown in Fig. 3 for
� ¼ 0:5. We have used the same four hadronic interaction
models to determine the uncertainty band of the Bel-�

inel
pp

correlation. Recent cross-section models such as [23] fall
within this band. We find that in the Glauber framework the
inelastic cross section is less dependent on model assump-
tions than the total cross section. The result for the inelastic
proton-proton cross section is

�inel
pp ¼ ½92� 7ðstatÞþ9

�11ðsystÞ � 7ðGlauberÞ� mb;

and the total proton-proton cross section is

�tot
pp ¼ ½133� 13ðstatÞþ17

�20ðsystÞ � 16ðGlauberÞ� mb:

The systematic uncertainties for the inelastic and total
cross sections include contributions from the elastic slope
parameter, from �, from the description of the nuclear
density profile, and from cross-checking these effects
using QGSJETII [9,24]. For the inelastic case, these three
independent contributions are 1, 3, 5, and 4 mb, respec-
tively. For the total cross section, they are 13, 6, 5, and
4 mb. We emphasize that the total theoretical uncertainty
of converting the proton-air to a proton-proton cross
section may be larger than estimated here within the
Glauber model. There are other extensions of the

Glauber model to account for inelastic screening [8,25]
or nucleon-nucleon correlations [26], and alternative
approaches that include, for example, parton saturation
or other effects [11,24,27,28].
In Fig. 4 we compare our inelastic cross-section result to

accelerator data and to the cross sections used in the
hadronic interaction models.
Summary.—We have presented the measurement of the

cross section for the production of particles in proton-air
collisions from data collected at the Pierre Auger
Observatory. We have studied in detail the effects of as-
sumptions on the primary cosmic-ray mass composition,
hadronic interaction models, simulation settings, and the
fiducial volume limits of the telescopes on the final result.
By analyzing only the most deeply penetrating events, we
selected a data sample enriched in protons. The results are
presented assuming a maximum contamination of 25% of
helium in the light cosmic-ray mass component. The lack
of knowledge of the helium component is the largest
source of systematic uncertainty. However, for helium
fractions up to 25% the induced bias remains below 6%.

To derive a value of �prod
p-air from the measured ��, we

assume a smooth extrapolation of hadronic cross sections
from accelerator measurements to the energy of the analy-
sis. This is achieved by modifying the model predictions of
hadronic cross sections above energies of 1015 eV during
the air-shower simulation process in a self-consistent
approach.
We convert the proton-air production cross section into

the total, and the inelastic, proton-proton cross section using
a Glauber calculation that includes intermediate inelastic
screening corrections. In this calculation, we use the corre-
lation between the elastic slope parameter and the proton-
proton cross sections taken from the interaction models as a
constraint. We find that the inelastic proton-proton cross
section depends less on the elastic slope parameter than
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FIG. 3 (color online). Correlation of elastic slope parameter,
Bel, and the inelastic proton-proton cross section in the Glauber
framework. The solid line indicates the parameter combinations
yielding the observed proton-air production cross section, and
the dotted lines are the statistical uncertainties. The hatched area
corresponds to the predictions by SIBYLL, QGSJET, QGSJETII, and
EPOS. See also Ref. [5].
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FIG. 4 (color online). Comparison of derived �inel
pp to model

predictions and accelerator data [29]. Here we also show the
cross sections of two typical high-energy models, PYTHIA6 [35]
and PHOJET [36]. The inner error bars are statistical, while the
outer include systematic uncertainties.
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�� ¼ 55:8� 2:3ðstatÞ � 1:6ðsystÞ� g=cm2; (1)

with the average energy of these events being

1018:24�0:005ðstatÞ eV. The differential energy distribution
for these events follows a power law with index �1:9.
The average energy corresponds to a center-of-mass
energy of

ffiffiffi
s

p ¼ 57� 0:3ðstatÞ TeV in proton-proton
collisions.

Determination of the cross section.—The determination
of the proton-air cross section for particle production
requires the use of air-shower simulations, which inher-
ently introduces some dependence on model assumptions.
We emulate the measurement of �� with Monte Carlo

simulations to derive predictions of the slope, �MC
� . It is

known from previous work that the values of �MC
� are

directly linked to the hadronic cross sections used in the
simulations [2]. Accordingly we can explore the effect
of changing cross sections empirically by multiplying all
hadronic cross sections input to the simulations by an
energy-dependent factor [7]

fðE; f19Þ ¼ 1þ ðf19 � 1Þ lgðE=1015 eVÞ
lgð1019 eV=1015 eVÞ ; (2)

where E denotes the shower energy and f19 is the factor
by which the cross section is rescaled at 1019 eV. This
factor is unity below 1015 eV, reflecting the fact that
measurements of the cross section at the Tevatron were
used to tune the interaction models. This technique of
modifying the original predictions of the cross sections
during the simulation process assures a smooth transition
from accelerator data up to the energies of our analysis.
For each hadronic interaction model, the value of f19 is

obtained that reproduces the measured value of ��. The

modified cross section is then deduced by multiplying
the original cross section used in the model by the factor
fðE; f19Þ of Eq. (2) using E ¼ 1018:24 eV. For the conver-
sion of �� into cross section, we have used the four

high-energy hadronic interaction models commonly
adopted for air-shower simulations: QGSJET01 [8],
QGSJETII.3 [9], SIBYLL 2.1 [10], and EPOS1.99 [11]. While

in general no model gives a completely accurate represen-
tation of cosmic-ray data in all respects, these have been
found to give reasonably good descriptions of many of the
main features. It has been shown [12] that the differences
between the models used in the analysis are typically big-
ger than the variations obtained within one model by
parameter variation. Therefore we use the model differ-
ences for estimating the systematic model dependence.
The proton-air cross sections for particle production

derived for QGSJET01, QGSJETII, SIBYLL, and EPOS are
523.7, 502.9, 496.7, and 497.7 mb, respectively, with the
statistical uncertainty for each of these values being 22 mb.
The difference of these cross sections from the original
model predictions are <5%, with the exception of the
result obtained with the SIBYLL model, which is 12%
smaller than the original SIBYLL prediction. We use the
maximum deviations derived from using the four models,
relative to the average result of 505 mb, to estimate a
systematic uncertainty of ð� 8;þ19Þ mb related to the
difficulties of modeling high-energy interactions. This pro-
cedure relies on the coverage of the underlying theoretical
uncertainties by the available models. For example, dif-
fraction, fragmentation, inelastic intermediate states, nu-
clear effects, QCD saturation, etc., are all described at
different levels using different phenomenological, but
self-consistent, approaches in these models. It is thus pos-
sible that the true range of the uncertainty for air-shower
analyses is larger, but this cannot be estimated with these
models. Furthermore, certain features of hadronic particle
production, such as the multiplicity, elasticity, and pion-
charge ratio, have an especially important impact on
air-shower development [13,14]; of these we found that
only the elasticity can have a relevant impact on ��.

The identified systematic uncertainty of ð� 8;þ19Þ mb
induced by the modeling of hadronic interactions corre-
sponds to the impact of modifying the elasticity within
�ð10–25Þ% in the models.
The selection of events with large values of Xmax also

enhances the fraction of primary cosmic-ray interactions
with smaller multiplicities and larger elasticities, which is,
for example, characteristic for diffractive interactions.
The value of �� is thus more sensitive to the cross section

of those interactions. The identified model dependence for

the determination of �
prod
p-air is also caused by the compen-

sation of this effect.
Also the choice of a logarithmic energy dependence for

the rescaling factor in Eq. (2) may affect the resulting cross
sections. However, since the required rescaling factors are
small, this can only be a marginal effect.
The systematic uncertainty of 22% [15] in the absolute

value of the energy scale leads to systematic uncertainties
of 7 mb in the cross section and 6 TeV in the center-of-mass
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FIG. 1 (color online). Unbinned likelihood fit to obtain ��

(thick line). The Xmax distribution is unbiased by the fiducial
geometry selection applied in the range of the fit.
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Fitting the exponential tail of the X
max

 distribution

• selects mainly proton-induced showers

• allows relatively straightforward conversion to cross-section

• requires an unbiased distribution!
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Figure 2: Relation between ΛMC
f

and σp−air. As example
we show the conversion of the measurement ΛMC

f

= Λ
f

with the QGSJetII model.

Table 1: Cross-sections derived from the measured Λ
f

us-
ing different interaction models. The given uncertainties
are statistical only. The rescaling factor, m(E, f19), is
a measure of how much the original cross-section of the
model have to be changed.

Model Rescaling factor at 1018.24 eV σp−air/mb

QGSJet01 1.04± 0.04 524± 23
QGSJetII.3 0.95± 0.04 503± 22
SIBYLL 2.1 0.88± 0.04 497± 23
EPOS 1.99 0.96± 0.04 498± 22

In general, the Monte Carlo values of ΛMC
f

do not agree
with the measurement. It is known from previous work
that the values of ΛMC

f

derived from simulations are di-
rectly linked to the hadronic cross-sections used in the sim-
ulations. Accordingly we can explore the effect of chang-
ing cross-sections in an empirical manner by multiplying
the cross-sections that are input to the simulations by an
energy-dependent factor [7]

m(E, f19) = 1 + (f19 − 1)
lg
�

E/1015 eV
�

lg (1019 eV/1015 eV)
, (2)

where E denotes the shower energy and f19 is the fac-
tor by which the cross-section is rescaled at 1019 eV. The
rescaling factor is unity below 1015 eV re• ecting the fact 
that measurements of the cross-section at the Tevatron were
used for tuning the interaction models. This technique
of modifying the original cross-sections predictions dur-
ing the Monte Carlo simulation process assures a smooth
transition from accelerator data up to the energies of our
analysis. For each hadronic interaction model, the value of
f19 is obtained that reproduces the measured value of Λ

f

.
The cross-section is then deduced by multiplying the factor
Eq. (2) to the original model cross-section.

In Fig. 2 we show the conversion curves for simu-
lations based on the four most commonly used high-
energy hadronic interaction models for air shower simu-

lations (Sibyll2.1 [9], QGSJet01 [10], QGSJetII.3 [11] and
EPOS1.99 [12]).

The need to use Monte Carlo calculations introduces
model-dependence to this section of the analysis. It is
known that other features of hadronic interactions, such as
the multiplicity and elasticity, have an impact on air shower
development [4, 5]. We use the very different multiparticle
production characteristics of the four models to sample the
systematic effect induced by these features.

The proton-air cross-sections for particle production de-
rived are given in Table 1. Only SIBYLL needs to be
modi• ed with a rescaling factor signi• cantly different fro   m
unity to describe the tail of the measured Xmax distribution.

The systematic uncertainty of 22 % [13] in the absolute
value of the energy scale leads to systematic uncertainties
of 7 mb in the cross-section and 6TeV in the center-of-mass
energy.

Furthermore, the simulations needed to obtain σp−air from
the measured Λ

f

as shown in Fig. 2 depend on additional
parameters. By varying for example the energy distribu-
tion, energy and Xmax resolution of the simulated events,
we • nd that related systematic effects are below 7 mb. 

The average depth of Xmax of showers produced by pho-
tons in the primary beam at the energies of interest lies
about 50 g/cm2 deeper in the atmosphere than for pro-
tons. The presence of photons would bias the measure-
ment. However, observational limits on the fraction of pho-
tons are < 0.5% [14, 15] and the corresponding underesti-
mation of the cross-section is less than 10 mb.

With the present limitations of air shower observations, it
is impossible to distinguish showers that are produced by
helium nuclei from those created by protons. Accordingly,
lack of knowledge of the helium fraction leads to a signi• - 
cant systematic uncertainty. From simulations we • nd that 
σp−air is overestimated by 10, 20, 30, 40 and 50 mb for
percentages of helium of 7.5, 20, 25 32.5 and 35% respec-
tively. We • nd that CNO-group nuclei introduce no bias 
for fractions up to ∼ 50%, thus we assign no systematics
on the cross-section for it.

In Table 2, where the systematic uncertainties are sum-
marised, we quote results for 10, 25 and 50 % of helium.

Table 2: Summary of the systematic uncertainties.

Description Impact on σp−air

Λ
r

systematics ±6 mb
Hadronic interaction models +16

−9 mb
Energy scale ±7 mb
Simulations and parameterisations ±7 mb
Photons, <0.5 % <+10 mb
Helium, 10 % -12 mb
Helium, 25 % -30 mb
Helium, 50 % -80 mb
Total (w/o composition) -15 mb, +20 mb

15

Extracting the proton-air cross section using Monte Carlo simulations

• the only part dependent on simulations

• systematics given as differences between models 
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the single-diffractive cross section, as well as from proton-
carbon cross-section data at lower energies.
This Glauber calculation is model-dependent since nei-

ther the parameters nor the physical processes involved are
known accurately at cosmic-ray energies. In particular, this
applies to the elastic slope parameter, Bel (defined by
d�el=dt / expð�jtjBelÞ for very small t), the correlation
of Bel to the cross section, and the cross section for dif-
fractive dissociation. For the example of �inel

pp , the correla-

tion of Bel with the cross section is shown in Fig. 3 for
� ¼ 0:5. We have used the same four hadronic interaction
models to determine the uncertainty band of the Bel-�

inel
pp

correlation. Recent cross-section models such as [23] fall
within this band. We find that in the Glauber framework the
inelastic cross section is less dependent on model assump-
tions than the total cross section. The result for the inelastic
proton-proton cross section is

�inel
pp ¼ ½92� 7ðstatÞþ9

�11ðsystÞ � 7ðGlauberÞ� mb;

and the total proton-proton cross section is

�tot
pp ¼ ½133� 13ðstatÞþ17

�20ðsystÞ � 16ðGlauberÞ� mb:

The systematic uncertainties for the inelastic and total
cross sections include contributions from the elastic slope
parameter, from �, from the description of the nuclear
density profile, and from cross-checking these effects
using QGSJETII [9,24]. For the inelastic case, these three
independent contributions are 1, 3, 5, and 4 mb, respec-
tively. For the total cross section, they are 13, 6, 5, and
4 mb. We emphasize that the total theoretical uncertainty
of converting the proton-air to a proton-proton cross
section may be larger than estimated here within the
Glauber model. There are other extensions of the

Glauber model to account for inelastic screening [8,25]
or nucleon-nucleon correlations [26], and alternative
approaches that include, for example, parton saturation
or other effects [11,24,27,28].
In Fig. 4 we compare our inelastic cross-section result to

accelerator data and to the cross sections used in the
hadronic interaction models.
Summary.—We have presented the measurement of the

cross section for the production of particles in proton-air
collisions from data collected at the Pierre Auger
Observatory. We have studied in detail the effects of as-
sumptions on the primary cosmic-ray mass composition,
hadronic interaction models, simulation settings, and the
fiducial volume limits of the telescopes on the final result.
By analyzing only the most deeply penetrating events, we
selected a data sample enriched in protons. The results are
presented assuming a maximum contamination of 25% of
helium in the light cosmic-ray mass component. The lack
of knowledge of the helium component is the largest
source of systematic uncertainty. However, for helium
fractions up to 25% the induced bias remains below 6%.

To derive a value of �prod
p-air from the measured ��, we

assume a smooth extrapolation of hadronic cross sections
from accelerator measurements to the energy of the analy-
sis. This is achieved by modifying the model predictions of
hadronic cross sections above energies of 1015 eV during
the air-shower simulation process in a self-consistent
approach.
We convert the proton-air production cross section into

the total, and the inelastic, proton-proton cross section using
a Glauber calculation that includes intermediate inelastic
screening corrections. In this calculation, we use the corre-
lation between the elastic slope parameter and the proton-
proton cross sections taken from the interaction models as a
constraint. We find that the inelastic proton-proton cross
section depends less on the elastic slope parameter than
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FIG. 3 (color online). Correlation of elastic slope parameter,
Bel, and the inelastic proton-proton cross section in the Glauber
framework. The solid line indicates the parameter combinations
yielding the observed proton-air production cross section, and
the dotted lines are the statistical uncertainties. The hatched area
corresponds to the predictions by SIBYLL, QGSJET, QGSJETII, and
EPOS. See also Ref. [5].
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FIG. 4 (color online). Comparison of derived �inel
pp to model

predictions and accelerator data [29]. Here we also show the
cross sections of two typical high-energy models, PYTHIA6 [35]
and PHOJET [36]. The inner error bars are statistical, while the
outer include systematic uncertainties.
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Conversion to proton-proton cross-section

• in some sense beyond the scope of Auger

• uncertainities in theoretical assumption (slightly moderated by correlations)
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σpp
    = 92 ± 7(stat)     (syst) ± 7(Glauber) mb 

 
σpp

  = 133 ± 13(stat)      (syst) ± 16(Glauber) mb

@ ECM 57 ± 0.3(stat) ± 6(syst) TeV

inel

tot

+9
–11

+17
–20


