New data acqusition system for the COMPASS experiment
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Software architecture

The new data acquisition system is a multilayer system centered around the Master
process. The mutli-platform DIM library, that was originally developed for a transportation of
messages in a DAQ of the DELPHI experiment at CERN, is used for the communication
between the Master process and other processes.
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FPGA cards

A field-programmable gate array (FPGA) is an
Integrated circuit designed to be configured by a
customer or a designer after manufacturing. In
our case the FPGA technology is used as a base
for multiplexer and switch(event building) cards.

COMPASS is a high energy physics experiment with fixed target situated at the
SPS accelerator at laboratory CERN in Geneva, Switzerland. The scientific program
covers studies of the gluon and quark structure and the spectroscopy of hadrons
using high intensity muon and hadron beams.

The existing DAQ architecture is more than 10 years old and is based on
deprecated technology (PCl cards).

Main DAQ chain process types:

1. FPGA monitoring slave - monitoring and control of FPGA cards through the IPbus[7]

2. Readout slave - the data concentrator monitoring, the readout, and storing of full events
from spill-buffer cards
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Data concentrators
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The data concentrator is a computer equipped with a PCle
! spill buffer card. The Onboard memory averages in spill
data rate of 320 MB/s to 60 MB/s by using off spill time.
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Conclusion and outlook

The existing data acquisition system of the COMPASS experiment based on the ALICE date
package has been evaluated and it was decided not to use DATE for the development of the new
system for its complexity.

Both the hardware and the software parts of the new system are still being developed. Some
parts of the system have already been successfully tested - e.g. the communication between the
Master process and Slave processes using the DIM library and basic tests of the software side of the
IPbus with a dummy hardware.

The new system is to be extensively tested during the shutdown of CERN's accelerators in 2013
and if these tests prove successful, the new system should take part in COMPASS data taking since
2014.
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Spill buffer card specifications:
2x Slink 160 MB/s
2 GB DDR2 memory
4 lanes PCle
Virtex-5 XC5VLX110T
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PCle 4x slot
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