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Look at 4 VO monitoring systems

• ATLAS (PanDA)
• CMS (ARDA)
• GADU (GNARE)
• D0 (SAMGrid and JIM)
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ATLAS

• All US jobs on OSG are handled by PanDA
• Started development in Aug 2005 and went

into production in Dec 2005
• Handles 100K-200K jobs at US ATLAS sites

and ~4 times that including non-US sites
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Panda Implementation
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Panda Job Submissions

• All jobs get sent to a global task queue
 Users can submit jobs using a python client

interface
 Automated submissions from analysis tools
 Regional production jobs also submitted

• Queue is used to track all active jobs and
send new jobs to idle nodes
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Job Execution
• Participating cluster are sent batches of pilot jobs
• When pilots start running

– Contacts global task queue to see next task to run
– Check to make sure data has already been staged in
– If data is present, pilot gets necessary task from queue and starts

computations
– Heartbeat communications are initiated with the central server every

30 minutes
– When completed, data is staged out and job is marked as completed

in global task queue
– If any errors occur or if data is not present, pilot immediately quits
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Panda Job Flow
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Job State and Reporting

• Pilot jobs report to PanDA dashboard every 30
minutes with job state

• Job state file also created on system with recovery
information at each of these reports

• If a pilot crashes, then state file is not updated
• After 60 minutes, other pilot jobs on the cluster will

notice the stale state file and report this to the server
and attempt error recovery
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PanDA Dashboard
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CMS Remote Analysis Builder

• User submits job and specifies data set using client
interface

• CRAB contacts central server to decide how to split
job and where data sets are located

• Job and job information sent to resource broker
(RB)

• RB determines the best sites to run the job
• CRAB responsible for monitoring status and

obtaining results
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CMS Workflow
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CMS Monitoring

• Uses CMS job bookkeeping and monitoring system
• Obtains information from workflow monitoring

system using the MonaLISA protocol
• Information displayed on the ARDA dashboard
• Users can also use CRAB to get status information

on their jobs
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Arda Dashboard
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GADU Monitoring

• Monitoring and site selection done by Site
Selector

• Testing done by spending probe jobs to sites
and monitoring responses

• Site Selector keeps a list of jobs running on
each site as well as information on site details
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GNARE Probes
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D0 Monitoring for SAM-Grid

• Done by Job Information Monitor (JIM)
• Obtains information different sources

– Condor classads
– MDS information service
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SAM Architecture
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MDS System

• Based on OpenLDAP and OpenSSL
• Pull service - server must query MDS system

on each site to get information
• Scripts run locally on the cluster obtain and

populate local database
• Central service later pulls and collates

information from all sites
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Condor Classads

• Modified condor classads to add additional
information

• Classads collected on a central server which will act
as a Resource Selection Server (ReSS)

• ReSS is a push server with each CE sending data to
the central service at specified intervals (~10 min)

• Work on integrating this into OSG using CEMon to
central server at Fermilab
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Samgrid monitoring
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Summary

• PanDA - uses heartbeat information reported from
running jobs to monitor sites

• CRAB - uses information from workflow
management system to monitor and track jobs

• GNARE - uses probe jobs sent to sites to
monitoring sites

• SAMGrid - uses services running on sites to obtain
monitoring information
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Future of Monitoring?

• More  comprehensive systems provided by OSG
• Gratia, CEMon, Monalisa, GIP, etc.
• Central resource databases run by Grid Operations

Center
• Hopefully will allow more robust and accurate

monitoring as well as provide something that a VO
can use and build on
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Links

• ATLAS -
https://twiki.cern.ch/twiki/bin/view/Atlas/Panda

• CMS -
https://twiki.cern.ch/twiki/bin/view/CMS/WorkB
ook

• GADU -
http://compbio.mcs.anl.gov/gnare/doc.cgi

• D0 - http://www-d0.fnal.gov/computing/grid/



June 25, 2007 HPDC Grid Workshop 2007 -
Monterey, California

Thanks
Special thanks to: Robert Gardner, Marco Mambelli,
Frank Wuertwein, Dinanath Sulakhe, Parag
Mhashilkar


