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Enabling Grids for E-sciencE

Recent evolution of GridICE

New lightweight sensors
Handling the VOMS information
New Lemon release integration

Interoperability of the monitoring tools
Integration with local monitoring systems (LEMON)
Standard interface for publishing monitoring data
Data Exchange Standard
Grid Monitoring Probes Specification

Grid monitoring from the different users’ perspectives
Normal users/ VO manager/Site Manager point of view
Details of the VOMS groups, roles and users.
Troubleshooting

Reliability of the information

First test period: Jan-Feb-Mar 2007
Second test period (last sensors release): 1-14 June 2007
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Recent evolution of GridIC

Enabling Grids for E-sciencE

lightweight sensor + VOMS information

Attributes measured by the Job Monitoring sensor

To reduce its intrusiveness in terms of
resources consumption:

Two daemons running and a probe
executed periodically

They listen to a set of log files and
collect the relevant information

Few LRMS commands to retrieve
jobs status

The status of all jobs is stored in a
cache (stateful behaviour)

Field Description
NAME Job name
JOB_ID Local LRMS job id
GRID_ID Grid job unique id
USER Local mapped username
VO User VO name
QUEUE Queue
QTIME Job creation time
START Job start time
END Job end time
STATUS Job status
CPUTIME Job CPU usage time
WALLTIME Job walltime
MEMORY Job memory usage
VMEMORY Job virtual memory usage
EXEC_HOST Execution host (WN)
EXIT_STATUS Batch system exit status
SUBJECT User DN

— VOMS_ROLES | User VOMSroles

—
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Recent evolution of GridICE

GridICE + LEMON (new version)

Enabling Grids for E-sciencE

Substantial effort to integrate the new version (v.2.13.x)

Revision of the whole set of GridICE-specific sensors to comply with the

new version of LEMON: the most of the sensor were substituted with the
Lemon ones (to reduce the load on machines)

Significant rewriting of the fmon2glue
Testing at INFN-BARI since February 2007

Jobs found in batch systen but not found in GridICE - INFH-BARI
200 -

w150 - After 17 April all th b the batch tem detected by GridICE
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Integration with local monitoring systems

Sl (LEMON)

Enabling Grids for E-sciencE

« Grid monitoring integrated with local monitoring

« The last server version is very simple to install

— The client installation may be turned on in the standard middleware
LCG installation (no additional operation are needed)

«  The LEMON monitoring system and alarm management are integrated
In the new version of the GridICE server

« The local sensor currently used for farm monitoring can be interfaced
with GridICE to collect all the available data

* The back-end is realized with LEMON

— Local farm monitoring that are using LEMON can be integrated with
GridICE

— Possible integration of data collected from GridICE with Lemon RRD
framework (LRF) - (very similar with Ganglia, for those familiar with the
tool) [5]



e | Standard interface for publishing

Enabling Grids for E-sciencE m O n I to ri n g d ata

* We have chosen an approach already in use in current Grid
systems: the GLUE Schema [3].

« This schema is the result of a joint collaboration between
large European and American Grid projects.

* Itincludes a conceptual schema modeled in the form of UML
class diagrams and mappings to specific technologies such as
LDAP (Lightweight Directory Access Protocol) [4], XML, and
relational data models.

 The most part of the metrics defined in the "Standard GLUE
Schema" (used by gLite as Information System) are currently
measured by GridICE.

* Moreover, a rich set of metrics related to a computer system
has been defined



GridICE: Data Exchange Standard 1/2

Enabling Grids for E-sciencE

Gridice team is working to follow the standard suggested by LCG
Monitornig working group.

https://twiki.cern.ch/twiki/bin/view/LCG/GridMonitoringDataExchangeStandard
Conventions

Passing list in URL (graph, xml file, web page)
URL Data types

scalar values- (examples: width=570&height=340, days=3)

string - quite intuitive (examples: farmName,VOName)

number - optionally two sub-types: int, float

boolean — they are represented as string "true" or "false"
Example

http://gridice3.cnaf.infn.it:50080/gridice/chart/statsResUsage-rocRep-APl.php?
farm_name=INFN-

BARI&vo name=ALL&shift_time=5%20Days&date_stop=June%208,%202007&width
=570&height=340
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GridICE: Data Exchange Standard 2/2

Enabling Grids for E-sciencE

each view of the web-based interface offers the same data in XML
format

You can retrieve data in XML format file that can be used to
exchange information among different monitoring tool
analysis

Attributes in XML file are well commented and self-explaining.

— =S8itelnfo Created="Tune 13 2007 15:35:02" Expire="2">
— <CEList>
L =
<CEUniquelD>gridbaz banfh 2119 cbmanager-legpbs-cert</CEUnique D=
<pite>IFI-BARI=/Site>
<Status>]=/Status>
<Freeslots>%</FreeSlots>
<RunningJohs=0</RunningJohs>
<WaitingJohs=>4444 </ WaitingJohs>

Popl USRS, | ) PR LTI PR LSRR | (SR

You can retrieve data from database through a store procedure function

using W3C standards to offer easy access to monitoring data
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GridICE: Grid Monitoring Probes Specification

Enabling Grids for E-sciencE

Concerning the Grid Monitoring Probes Specification, Gridice is already

working to follow the standard suggested by LCG Monitornig working

group.
https://twiki.cern.ch/twiki/bin/view/LCG/GridMonitoringProbeSpecificatio
n

We’re going to change our sensors in order to have two output format:
Output format 1: used by our tool for our servers

Output format 2: it will be used by other monitoring complying with
specification suggested by LCG Monitornig working group.
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Grid monitoring

from different users’ perspectives

Enabling Grids for E-sciencE

The Grid involves a huge number of worldwide distributed
resources

Monitoring of those distributed resources is a vital determinant
for the whole system

Different actors require different views of monitoring
iInformation:

Virtual Organization managers require the ability of observing
and analyzing the performance of the “actual ” system they are

using (this can dynamically change over time)

th o1t A N

Both site administrators and grid ope t
require performance analysis and fault detection of
for which they are responsible

Grid Service developers require the ability of analyzing the

behaviour of their applications (e.g.,how does a resource
broker dispatch jobs over a set of available resources)
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elelele) How do we identify the user/role?

Enabling Grids for E-sciencE

The users are identified with the digital certificate installed
In its browser

a valid CA certificate
server based on https protocol

The new sensor are able to retrieve the VOMS information

VOMS information: groups and roles of users submitting
the jobs

Users not registred in GridICE DB (because they don't
submit jobs)

The related role (e.g., site manager, vo manager) can
be retrieved by the GOC database.
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Grid monitoring

from the normal user perspectives

Enabling Grids for E-sciencE

Finding information about personal jobs by
means of personal browser certificate

GridICE = Site::ALL > Bite:lALL

ey 1, 2007 S All Status -
o ey 4. 2007
Time interval:

Submit query

# v e ion
1 547976 biomed IMFM-BARI W 2007-05-04 13:57 https:/fgrid09.lal.in2p3. fr: 9000/0Lr7XHskYhubx2d7rgx95g
2 L47975 biomed INFHN-BARI W 2007-05-04 13:57 https: //node04. datagrid. cea. fr:9000/Rgehyv|_rwi?deuzz9_3atw
3 L47974 biamed IMFH-BARI W 2007-05-04 13:57 https://grid03.1al.in2p3. fr: 3000/cv SHQtWwgz Otn9gy WovyPg
4+ £47973 biamed IMFM-BARI W 2007-05-04 13:57 https://grid09.lal.in2p3. fr: 9000y q4HEU_<T9cfloGzeR]_Cg
& L47972 biamed INFMN-BARI W 2007-05-04 13:56 https: //grid09.lal.in2p3. fr: 9000,/ TO9_I08rEh3nT-ZCk-U2Aw
6 L47971 biamed INFMN-BARI W 2007-05-04 13:56 https://grid09.lal.in2p3.fr: 9000,/tHaM90 7 HcULwRzoH-1AGg
7 E47970 biamed IMFM-BARI W 2007-05-04 13:55 https://node04.datagrid.cea. fr:9000/5h GELpWPw TD4dE9133 5500
& £47968 biamed IMFM-BARI W 2007-05-04 13:55 https://grid09.lal.in2p3. fr: 9000,/0n3-ox vk U2 taggWammg
e 547969 biomed IMFMN-BARI W 2007-05-04 13155 https://griddg.lal.in2p3. fr: 9000/gauNkKCLRIgtk-KQ1KEROIQ
10 547966 biomed IMFMN-BARI w 2007-05-04 13:54 https:/fgrid09.lal.in2p3. fr: 9000/GtY gLV u3vODELR4EPHPEO A
11 547965 biomed INFMN-BARI w 2007-05-04 13:54 https: /¢grid0a.1al.in2p3. fr: 9000/QCOC_aeYAldF XY r=bSDtxQ
12 68542 biomed INFN-ROMAZ R 2007-05-04 13:53 https://grid09.1al.in2p3. fr: 9000/g_icUbjgrhwlLcBIwGEZQka
CPU/wall: - Exit: - RAM: 0 ¥l O RB: grid0g9.lal.inZp3.fr LocalUser: biomed002 Queue: biomed
R 2007-05-04 13:53 https://grid02.1al.in2p3. fr: 9000/t aRtF EQHMOQCHDEBIHCFIgA

13 623841 biomed INFN-ROMAZ

— P
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e Grid monitoring
from the normal user perspectives

Enabling Grids for E-sciencE

Finding information about exit status of personal jobs
by means of personal browser certificate

vD* ALL Siter INFH-BARI . C startTinc: 83 Jun 28687 DO:00
r T exit status Jobs lenclTine: 85 Jun 2087 B0:00

User: TGS
Exit status Occurrences
LiL¥4
O e 162
@ »51 129
& om0 4
Total: 295

44%



Grid monitoring

from the VO Manager perspectives

Enabling Grids for E-sciencE

GridICE >> Charts:Group/voManager

| _ce N se W ocris W Host |  Job |

Single-Charts BlsE )

Chart for User

Site Manager

Y0 Manager

i i ine: : “Wiew Chart
V0: bioned Site: ALL Farm Usage startTine: 29 Apr 2087 6800 i
W 2 endTine: 82 Hay 2887 16343
V0: biomed Site: ALL startTine: 29 Apr 2
’7 1 Jobs status LendTine: 82 Hay 2

Haiting .Jobs Executed Jobs
15. T 1%

45
TalH
FaTH
15.0%

name][  vo|[voms group||  ROLE[[cPuTime (min)|[cPuTime (oo)]|[wallTime (min)|[wallTime (%0)|[cPu/wallTime(2o)|[E (#)][E (%0)][R] @

|
| Total| Al Al 2659 0, 00| 13712.68]| 0, 00| 10,30][ seo][ 100][ |15
[ sipehimsecpa|biomed|| | | 20| 0,74 481]| 3,51 4,16][_2oq)[ 35,59 ][z
[ Reman] biomed|| [ [ 3| 0,11] 5| 0,40 s,ag] a0 792
| gdweraane] biomed|| biomed/lcg1]  nuLL| 150 6,77 7060 51,48 z,58|_2ag)[ 43,75 ][
| Jisakemtiarmadica biomed|| /biomed/lcg1]|  nuLL| Ell 0,11 3208 23,37 oo0 19 =g
| Repvepert|biomed|| I I 2357 a8,64| 2640 19,25 go,zg 27 4[]
| Bt [biomed|| I I 3| 0,11] 105]| 0,77 zee] 23 «11[]
| Edteeszsa] hiomed|| I I 6| 2,56 53| 0,61] srog 1 oae |
| Horrglbiomed[ Mot used|[Not used) 28| 1,08 sa| 0,41 so,o0 a0 wre[]
[cemeermiccha]biomed)| | | 2 0,08 31| 0,23 S EE IR
| german]biomed|[ /biomed/ca1]|  nuL)| 1]| 0,04 1]| 0,01 o004 oag[]

O cnr-TLC-PTSA - 7 33 - - - a8

O INFN-TORIND - 1 24 - - - 25

O 1TB-BART - - 79 - - - 79

@ 1HFN-ROHA2 - - 24 - - - 24

S INFN-PRDOVA - - 23 - - - 23

@ sPACI-NAPOLI - - 10 - - - 10
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Grid monitoring

from the Site Manager perspectives

Enabling Grids for E-sciencE

GridICE >> Charts:Group/voManager

Charts

Single-Charts

Chart for User

startTine: 29 Apr 2007 OO:00
endTine: 82 Hay 2887 18:33

{startTine: 29 Apr 201

VY0: ALL Site: ITB-BARI Y0 Usape

F
V0: ALL Site; ITB-BARI | Jobs status

endTine: 82 Hay 28

Haiting Jobs Executed .Jobs
S0, 0 5. 0%

T T
| Name|[  vO vOMS group[  ROLE[[cPUTime (min)|[cPuTime (20)|[wallTime {min)|[wallTime (%)][cPu/wallTime(%)|[E (#)|[E (%) R[ q
Total| al / / 1814975 0,11 50436.63 0,37 30,54 6zel|  1o0|[46|124a
wemesal|  cmg| foms MULL 19 0,10 26417 44,45 0,07 133 21,18|16]] @5
| Rilipmia]|  cms||/cms/Commissioning/ Tracker/cmsTac][production| ga0g| 51,28 12514 21,08 74,36 109][ 17,38][20] ssg]
| Patekmemzal  alice|| Not used|| Mot used|| 5566 30,67, 10458 17,60]| 53,22 26 414 9 27
[ angesaball  comd Joms|| NULL| 3063 16,68 4247 7,15 72,12 eg] 10,83 ][ o9
| chsslbh  hio]| /hinmedAcg1]| NULL| 1| 0,01]| 1163 1,99 o083 o484 ]
| pisslisle]| dtear| Jdteam/cer| NULL| 2| 0,15 1105]| 1,88 2,53 eel[ 10,51 ][ 2
| itz atlas]| /atlas/Icg1|[production]| 7| 0,01]| 763 1,32 o263 0,48 ][ 149
| it atlag]| /atlas/lcg 1| NULL| 8| 0,03 477 0,74 1,27 44 7oq | 77
| bepatietial atlas| /atlas/Icg1|[production]| 9| 0,01]| 3ag| 0,65 0,5 3 o048 ][ 229
| Argeyk]  atlas]| Jops]| NULL| 9| 0,01]| 10g]| 0,18 voo[ s oed [ 4
| Famans||  atlad| Not used|| Mot used|| 1| 0,01]| 45| 0,08 222 A v ] g
Iaipehtmsacpe]hiomed)| Not used|| Mot used|| 1| 0,01]| ag)| 0,08 s 2 o3[ ] 4
| stobatfmee]  comd| Joms|| NULL| B 0,47 42| 1,58 g,13|[ 1og)[ 16,72 ][]
| Deaged]|  cmd Joms/doms]| NULL| 3| 0,33 306|| 0,51 10,28 22 asq [ ]
- - - 1 - 1 -
Ocns - - 1 - 1
Total: ;] o 196 ;] 198
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Troubleshooting: GRIS and Host tabs

from the Site Admins perspectives

Enabling Grids for E-sciencE

Site Admins can easily use GridICE for both detect fault
situations related to the own resources (es. is there any grid
services down?) and control how the own resources are

used and appear to the Grid (es. how many jobs are running
or waiting in my site?).
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Troubleshooting: Gris and Host tabs

from the Site Admins perspectives

Enabling Grids for E-sciencE

General Site view quickly givesyou hints on how is geogr aphically composed your Grid,
it also tells you what are going on your Grid in terms of Job and CPU load per centage.
GridICE >> Site::ALL To detect problems on your site you can select it and navigate Gris, Host, Job and Charts tabs

Bl Contextualized for your grld sute resources.[2]

Computing Resources

CPULoad | Available

CPU#

Waitlobh W #

Runlob JobLoad Power

647.3 GB 1.7 TB

2 — — — - — -

Il 1taly 1 & 1 E | s | 3K 2 4 FEl 753.9 GB 763.2 g6 IR 4

] | Italy 1 1 50 8991 - - - - - - - -

] | M 2 & 0 0 - - - - - 43.2 GB 54.7 GB NEEE 1
=l oFn 2 ~o o7n 2 ~o o |

Through Grldl CE the S|te manager has aview of the average load of the WNs at the site.
One of the load parameters is CPUL oad.

If CPULoad isvery high, e.g. the value is stable around 100%,

it isgood practiceto look at the queue status and check job distribution.

GridICE > Site:ALL = Site::ENEA-INFO

i

Hostname Domain Middleware Type LastCheck Conn Since Entries

ENEA-INFO frascati.enea.it GLITE-3_0_0 ah19mz7s @ 2007-06-02 0246 12
ENEA-IMNFO frascati.enea.it GLITE-2_0_0 SE Oh19mZ6s @ 2007-05-232 14: 15 12 u]
ENEA-IMNFO frascati.enea.it GLITE-2_0_0 Ex Oh17m1l7s @ 2007-06-02 02:39 14 u]
ENEA-INFO frascati.enea.it GLITE-3_0_0 Ex Oh17m18s uh 2007-05-29 12:36 1 u]
E ENEA-INFO frascati.enea.it GLITE-3_0_0 CE Ohirn4as @ 2007-06-01 158:01 29 u]
ea.it Il ENEA-IMNFO frascati.enea.it GLITE-2_0_0 CE Oh4m4as @ 2007-06-02 16:29 29 u]

= N

Obserw ng the Grlstab aste admln can have |nformat|on on local Grld Informatlon System status
An intuitive icon will advice you what is the last result for a set of Idap queries

to your gristypes, take also alook to the number of Idap " Entries' (DNs) for each gris.

In anormal situation CE, SE and SB GRIS's publish entriesin the order of 10, whilethe EX GRIS

publish entriesin the order of 100.
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Troubleshooting: Gris and Host tabs

from the Site Admins perspectives

Enabling Grids for E-sciencE

The possibility to detect same grid service down on your site can be found in the Host tabs...
I ntuitive progress barswill also tell you statistic information on CPU/RAM usage

to check the actual load for your machines.

To spot same details on the type of grid process stopped, simply select the hostname...

GridICE > Site::ALL >3 Site:INFN-T1

Hosthame Site 1ole rocs oad1EMin CPU Usage RAM Free EaM Usage Yirtual Free Yirtual Usage Last Check

INFMN-T1 CE @ 0.6 GB =l g GB [ ox | Oh2m19s
INFM-T1 CE @ 0.19 = 228 MB | g GB [ ox | Oh2m19s
INFM-T1 CE @ ] 132 MB I g GB [ 0% | Oh2m19s
INFM-T1 CE V] 0.53 [ o | 227 MB | son [ g GB [ x| Oh2m19s

You will see what kind of grid middleware related process is stopped.
In this case glite-dgas-ceServerd-had processis not running .

Proc Mame Status Inst# First (=114 CPU1Max CPUAI MemilMax Memavg TimelMax Timeall

ce-access-node  edg-gatekeeper 1 8-18:02 0 0-00:00 0-00:00
ce-access-node  fmon-agent 5 1 8-18:02 8-18:02 u] u] u] u] 0-00:01 0-00:01
ce-access-node  glite-dgas-ceServerd-had @ 1] 0-00:00  0-00:00 1] 0 0 0 0-00:00 0-00:00

Grid site admin can have alot of benefit using thistool in concert with SFTs;
giving an example, if in your site SFTsjobsfail injob list match

you can investigate on GridlCE Gris

related tab view about possible reasons (es. bind error, empty Idap query responce),
or simply verify that grid servicesrelated to the infor mation system
arerunning properly looking in the Host related tab.
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Reliability of the information 1/4

Enabling Grids for E-sciencE

Period: Jan-Feb-M ar 2007

1. Weretrieve info from batch-system PBS/Torque and LSF
2. Theinfo retrieved are stored in a MySQL DB

3. The batch-system logs have been compared to info
retrieved by GridICE sensors

4. The comparison has been performed job per job

5. Inthe bigger sites, we have also performed some test on
integral data (INFN-T1). The Reliability is about 90%.

a) The main reasons of fault are:
a) Daemons crashes
0) Transfer buffer limit exceeded (500KB)



Reliability of the information 2/4

Enabling Grids for E-sciencE

Period: Jan-Feb-Mar 2007

num di jobs total diff %
not found
in GRICE
FARM-NAME | Period BatchSystem
20 gen 07 -> PBS 871 | 19623 4.44
INEN-BARI 03 mar 07
20 gen 07 ->
INFN-ITB 03 mar 07 PBS 4 1086 0.37
INEN- 20gen 07 -> LSF 1142 | 11169 10.22
PADOVA 03 mar 07
20 gen 07 ->
INFN-PISA 03 mar 07 PBS 315 | 15142 2.08
20 gen 07 -> LSF 923 | 33641 2.74
INEN-LNL-2 03 mar 07
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Reliability of the information 3/4

Enabling Grids for E-sciencE

For the bigger sites,
we have also performed some test on integral data (INFN-T1).
The Reliability is about 95% when there isn’t buffer limit problem.

Jobs running on INFN-T1
20 ;—
2000 | Buffer limit problem 500KB

1500 F

........

10000 '_. e e e i i

B0

<

?—04—04 12 :':":l TTTTT

ZO0T-0d-05 12:00
ZOOT-0d—06 0000 -
2OOT-0d-06 12:00
ZO0T-0d-07 00 100

ZO07-0d-07 122100 |
ZOOT-0d-09 0000 |
2O0T-0d-00 12 :00 |
ZO0T-0d—10 0000
2O0T-0d-10 12:00 -
2O07-0d-11 0000

— GridICE
- L3F
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Reliability of the information 4/4

Enabling Grids for E-sciencE

Period: 1-15 June

num di jobs not total diff % Improvement
found in
FARM-NAME periodo esaminato BatchSystem GRICE
1 June 07 ->7 June 07 LSF 243 4789 5 522
INFN-PADOVA ! !
Jobs running on INFN-T1
2RO
2000
1500 . - .
oo The Reliability is
about 99% when
B . ..
there isn’t buffer limit
I:I [ T TN TR TN TN NN TN TN NN TN NN NN T TN NN Y TN NN TN TN TN N TN NN TN TN TN TN N (NN NN TN NN TN TN AN TN NN TN TN TN NN TN NN TN TN TN (NN TN TN NN TN N A NN N |
= = = = = = 5 2 2 2 problem.
= o = = 4 - = = = e
& & £ £ £ £ & & & &
! . . . . . . . . L
— GridICE | = = = = = = = = =
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Enabling Grids for E-sciencE

To improve reliability and performance

To increase interoperability with other monitoring tools
— Data Exchange Standard
— Grid Monitoring Probes Specification

To implement a notification system

We are open to collect and work on any new
requirements your monitoring needs
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