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——  The Grid Operations

Center (GOC)

Critical Infrastructure Services
Communication Hub

Security Response
Troubleshooting

Policy Coordination



OSG Current
Information Services

VORS

GridView

SAM

CEMon/BDII Integrated Server
GIP Validator

Gratia Account Data (FNAL)
GridCat

MonALISA

Site Maintenance Tool
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Aggregate Tier-1/0 Site Availability
Hourly Report Daily Report

(Click on the Graph below 1o see Site-wise Details) (Click on the Graph below o see Site-wise Details)
Aggregate Tier-1 availability during the last 24 hrs Aggregate Tier-1 availahility from 30-05-07 to 22-06-07
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Aggregate Tier-1 availability from 09-04-07 to 24-06-07 Aggregate Tier-1 availability from Jul-06 to Jun-07
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e CEMon/BDII Data

dn: mds-vo-name=AGLTZ2,o=grid
objectClass: GlueTop

dn: GlueCEUniguelD=gatel2.grid.umich.edu:2119/jobmanager—-condor-cdf, mds-vo-name=AGLT2,o=grid
objectClass: GlueCETop

objectClass: GlueCE

objectClass: GlueSchemaVersion

objectClass: GlueCEhccessControlBase

objectClass: ClueCEInfo

objectClass: ClueCEPolicy

objectClass: GClueCEState

objectClass: GClueInformationSerwvice

objectClass: GluceKey

ClueCEHostingCluster: gatel2.grid.umich.eadua

ClueCEMame: cdf

ClueCEUnigqueID: gateld2.grid.umich.edu:2119/jobmanager-condor-cdf
ClueCEInfoGatekeeperPort: 2119

ClueCEInfoHostName: gatel2.grid.umich.eda
ClueCEInfoLRMSType: condor

GlueCEInfoLRMSVersion: 6&.8.5

GlueCEInfoTotalCPUs: 299

GClueCEInfoJobManager: condor

GClueCEInfoContactString: gatel2.grid.umich.edu:2119/jobmanager—-condor—-cdf
GClueCEInfohpplicationDir: fatlas/datal8/0SG/APP
ClueCEInfoDataDir: Jfatlas/datadB/OSC/DATA
ClueCEInfoDefaultSE: umfs02 . grid.umich.edu
ClueCEStateEstimatedResponseTime: 0

ClucsCBStatePrecCPUs: O

GlueCEStateRunningJobs: 0

GlueCEStateStatus: Production

GlueCEStateTotalJobs: 0

ClueCEStateWaitingJobs: 0

ClueCEStateWorstResponseTime: 0O

GlueCEStateFreeJobSlots: 51

ClueCEPolicyMaxCPUTime: &000

ClueCEPolicyMaxRunningJobs: 0

ClueCEPolicyMaxTotalJobs: O

ClueCEPolicyMaxWallClockTime: &000

ClueCEPolicyPriority: 0O

ClueCEPolicyAssignedJobSlots: 299
ClueCBhccessControlBaseRule: VO:cdf

ClueForeignEey: GlueClusterUnigquelID=gateld2.grid.umich.adua
GClueInformationServiceURL: ldap://is.grid.iu.edu:2170/mds-vo-name=AGLT2 mds-vo-name=local,o=grid
GlueSchemaVersionMajor: 1

GlueSchemaVersionMinor: 2
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Job Count by VO
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— Why this Is difficult for
Operations

Each Critical Service must be monitored
and supported

Upkeep on tools each with different
developer

Communication flow from reported tools to
Site Administrator

Where do | find my status and what does it
mean

Inconsistencies between tools



— Why this Is difficult for

the Site Administrator

Monitoring is Outside existing fabric
monitoring

Several different places to look for
data

No immediate contact when there Is a
oroblem

Differences between tools
nconsistencies between tools
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Other Ideas?

Combine Existing Fabric Monitoring with
Grid Monitoring

Notification Should Go to Site Admin First

Who is Responsible for Making Sure a
Grid Site Is Up

What About Interoperability and Peering
Grids

Others?
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