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i LCG

The LHC Accelerator

The accelerator generates 40 million particle collisions
(events) every second at the centre of each of the four
experiments’ detectors
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Z _ LHC DATA (=)

This is reduced by online computers that filter

out a few hundred “good” events per sec.
¥

{+30 minimum bias events)

All.charged tracks with pt > 2 GeV

~15 PetaBytes per year
for all four experlments
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i LCG

WLCG Collaboration

The Collaboration
= 4 | HC experiments
= ~140 computing centres

= 12 large centres
(Tier-0, Tier-1)

» 38 federations of smaller
"Tier-2" centres

= ~35 countries

Resources
= Contributed by the countries participating in the experiments
= Commitment made each October for the coming year
= 5-year forward look
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i,,c= LCG Service

Tier-0 - the accelerator centre

" Data acquisition & initial processing

- Long-term data curation

L Distribution of data = Tier-1 centres

Tier-1 - "online” to the data
acquisition process - high
availability

- Managed Mass Storage -
- grid-enabled datfa service

= Data-heavy analysis
National, regional support

Tier-2 - ~130 centres in ~35 countries
2 End-user (physicist, research group) analysis —

where the discoveries are made @
= Simulation -
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irements about 100,000

Summary Of CO' New data will grow at :I o
cores

All experiments - about 15 PetaBytes

er year — with two copies
From LCG TDR ¢June 2_hc Y& = WIHT TWO COP

CERN All Tier-1s  All Tier-

56

CPU (MSPECint2000s)
Disk (PetaBytes)

Tape (PetaBytes) \9

CPU Disk Tape

61

CERN
34%

All Tier-1s

All Tier-1s 66%

3%

Al Tier-1s
55%

Significant fraction of the resources
distributed over more than CERN
120 computing centres <7
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Solution: the Grid

|

e Use the Grid to unite computing resources of particle
physics institutes around the world

The World Wide Web provides
seamless access to information that
Is stored in many millions of
different geographical locations

The Grid is an infrastructure that
provides seamless access to
computing power and data storage
capacity distributed over the globe

CERN — November 2006




How does the Grid work?

* Itrelies on special software,
called middleware. S

R $
» Middleware automatically 4 9.
finds the data the scientist it @& - = T
needs, and the computing = R e &
power to analyse it. S s
 Middleware balances the load
on different resources. It also
handles security, T SISO e
accounting, monitoring and '; & Rouers

much more.

CERN — November 2006




-+ |LCG depends on two major science
- grid infrastructures ...

EGEE - Enabling Grids for E-Science
OSG - US Open Science Grid

A map of the worldwide LCG infrastruciure operated by EGEE and O5G.
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28 LHC Computing > Multi-science 6rid

= 1999 - MONARC project
CERN

= First LHC computing architecture -
hierarchical / \\.\
distributed model ‘/ﬁ[., N

= 2000 - growing interest in grid technology

= HEP community main driver in launching the <
DataGrid pr'onc‘r ’

= 2001-2004 - EU Databrid project ﬁ

= middleware & testbed for an operational grid <

= 2002-2005 - LHC Computing 6rid - LCG -
= deploying the results of DataGrid to provide a ‘LC

LCG
production facility for LHC experiments .--.
= 2004-2006 - EU EGEE project phase 1 <
= starts from the LCG grid CLERE
= shared production infrastructure Lol sk
= expanding to other communities and sciences
&N
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C Applications Running

Enabling Grids for E-sciencE

More than 20 applications from 7 domains

High Energy Physics (Pilot domain)
4 LHC experiments
Other HEP (DESY, Fermilab, etc.)
Biomedicine (Pilot domain)
Bioinformatics
Medical imaging
Earth Sciences
Earth Observation
Solid Earth Physics
Hydrology
Climate
Computational Chemistry
Fusion
Astronomy
Cosmic microwave background
Gamma ray astronomy
Geophysics

Industrial applications
EGEE-II INFSO-RI-031688




LCG working group with
Tier-1s and national/
regional research
network organisations

New GEANT 2 -
research network
backbone

> Strong correlation
with major European
LHC centres (Swiss PoP
at CERN)

- Core links are fibre

Two 622 Mbps circuits
to Israel
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= Dark Fibee
w10 Gbps
s 5 G5
— 2K Ghps
_— 522 Mbps
— 310 Mbyps
—— 155 Mbps
34 Mbps
@ Numberof links

PT =

Initial Backbone Topology

GFANT? is operated by DANTF on behalf of Furope's NRFNs




Wide Area Network

Tier-2s and Tier-1s are
inter-connected by the general purpose

research networks
Iil GridKa H
IN2P3 | I

ﬁ Dedicated 10 GhifTRIum
| optical netwerk

\ |/

E
— L

Any Tier-2 may
access data at
any Tier-1

Brookhaven




+ 1 CPU Usage - LHC Experiments
- March 2007

Tier-2s

Triumf (CDN)

Rutherford ASGC (TW)
(UK) Brookhaven

A

PIC (SPAIN) (USA)

NIKHEF (NL) IN2P3 (F)

Nordic UCNAF ()
FZK (D) )
Fermilab
(USA)

CERN 20%
11 Tier-1s 60%
140 Tier-2s 20%
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Tier-2 Sites Contributing Iin
March 2007




i"°= Tier-1s and CERN

HLHCB
ECMS

CPU Time Delivered Disk Storage Used OATLAS

OALICE
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gﬁ,ﬁﬁ =  CPU usage increased by factor of 2 over past year
= Disk usage by a factor of 4.9

Qpan Sokenes Grid @
Ty
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CERN + Tier-1s - Installed and Required
CPU Capacity (MSI2K)
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CERN + Tier-1s - Installed and Required
DISK Capacity (PetaBytes)
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M installed ™ target

Evolution of installed capacity from April 06 to June 07
Target capacity from MoU pledges for 2007 (due July07)

and 2008 (due April 08)
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™ Traffic load g

» A flexible infrastructure

1 week off dus to
DEBS-2 migration

enerator: LoadTest

CMS PhEDEX - Transfer Rate
52 Weeks from 2006/24 te 2007/23 UTC

to generate data transfer

traffic among CMS Tiers =t CMs CSADE: CMS LoadTest 2007-
~1PB in ~1 manth ~& PB in 4 months
B0 e iaees tD N 5|1EE ........... - M}N EIH:EEI
]
O “fake” but “ real” =

400

%+ No real physics files

% Fully PhEDEx-compliant™]

O The planning:

% 3 full cycles (5-weeks
each) before JunO7

il
Jul OO

o
B e
B

Aug 1008 Sepn TO0& Dot FO0S  Row

CMS PhEDEX - Cumulative Transfer volume
52 Weeks From 2006/24 to 200723 UTC

% Basically a 24/7 activity |

since mid-Feb07 =T
% T0—T1(tape), T
T1esT1, ERr

T1<=T2 regional’,
T1<==T2 ‘'non-regional’

1000 =

il

~60 TB/day

.........................................................................

ug {ULE Sspalle el Ul Ko JUUS Ues Jl0b =0 20U

Tirme

=t A 00 Mar 2000 Apr2los May 2007 |un AJ07

» Consistent data transfer volume, and very useful for Tiers
J Being extended into CSAQ7 preparation activities

LCG-LHCC Referees maeting - CERN, July 2M, 2007

last update 09/07/2007 09:51

D. Bonacorsi



My

1. Site Reliability - CERN+Tier-1s

=  Set of ~30 basic grid
tests - CE, SE, BDII

= All tests must succeed or
site is considered "down"

=  CMS has developed

experiment specific tests
using the SAM framework
to have a VO-specific view

= QOver past 6 months:
- average (11 sites)

83%
- 8 best site average
90%
=  Target for best 8 sites
= May 06-May 07 88%
= June 07-Nov 07 93%
= From Dec 07 95%

last update 09/07/2007 09:51
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Crab (CMS), Ganga (ATLAS)

Pilot Jobs (LHCb), Job Agents (ALICE)

IS

End-user analys

:LC

H-

G. Job success rates
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iwz Experiment “Dashboard” - example CMS

Site vs Mumber of Jobs for JobRobot

INFN-T1 (Bologna, taly )

Taiwan-LCG2Z (Taipei, Taiwan

pic (Barcelonalp

BEgrid-ULE-VUB (Brussels, Balgium}f
INFN-BARI (Bari, Raly

INFMN-LNL-2 {Legnaro (PD), Haly it
USCMS-FNAL-WC1 (Batavia, |liinoisyf
cmsaf. mitedut

unledug

piinfn it

Dashboard

 Enables “drill-down” —
to find details of failed jobs and
provides other views

* Also tools for Grid Reliability,
Site efficiency, Job exit codes,

RIF (DAPN | =
/O rates, .... i %
perof Jobs
[J su I Aborted [ cCancelled [l Timeout
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iw= The Worldwide LHC Computing 6rid

=  The LHC physics data analysis service distributed across the world
= CERN, 11 large Tier-1centres,
~ 140 active Tier-2 centres

=  Status at May 2007

= Established the 10 Gigabit/sec
optical network that interlinks
CERN and the Tier-1 centres

= Demonstrated data distribution
from CERN to the Tier-1 centres
at 1.3 GByte/sec - the rate that will be needed in 2008

= ATLAS and CMS can each transfer 1-2 PetaByte of data per month
between their computing centres

= Running ~2 million jobs each month across the grid

= The distributed grid operation, set up during 2005, has reached maturity,
with responsibility shared across 7 sites in Europe, the US and Asia

= End-user analysis tools enabling "real physicists” to profit from this
worldwide data-intensive computing environment

- ——0‘
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