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The UKI federation in EGEE
http://www.ukiroc.eu/

http://www.gridpp.ac.uk

http://www.grid-ireland.org/
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http://www.grid-support.ac.uk/
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The partners and the GridPP structure

TCD
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The formal layers in GridPP of relevance to WLCG/EGEE

Collaboration BoardOversight Committee

Tier-2 Board Tier-1 BoardDeployment Board User Board

Project Management Board

Production Manager

NorthGrid Coordinator SouthGrid Coordinator ScotGrid Coordinator London Tier-2 Coordinator

Tier-2 supportTier-2 supportTier-2 supportTier-2 support

Tier-1 Manager

Tier-1 Technical Coordinator

Tier-1 support & administrators 
Storage Group

Catalogue support

Helpdesk support

Site AdministratorSite AdministratorSite AdministratorSite Administrator
pp

Networking Group

CA/VOMS/Security
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Current ROC operations depend on the work of …

the deployment team & friends!

Production Manager

NorthGrid Coordinator SouthGrid Coordinator ScotGrid Coordinator London Tier-2 Coordinator Tier-1 Technical Coordinator

Storage Group

Catalogue support

Helpdesk support

Networking Group

CA/VOMS/Security

• Deployment of new hardware
• Information exchange
• Maintaining site services

• Supporting dCache
• Supporting DPM
• Developing plug-ins

Constructing metrics

Example activities from across the deployment team area

• Maintaining production services
• Reviewing documentation
• Liaising with users
• Monitoring use of resources
• Reporting

• Constructing metrics
• Supporting network testing
• Running core services
• Ticket process management
• Pre-production service

GI

N
G

S
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Reporting 
• Running helpdesks
• Interoperation – parallel deployment

• Middleware support
• Pre-release testing
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Site operations vary – this is for the WLCG Tier-1
Other sites usually have up to a few staff

Team OrganisationTier-1 Board
User Board

Grid Services 
Grid/Support 
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Fabric
(H/W and OS) 
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Grid Services 
Grid/Support 

Ross
Condurache
Hodges
Klein (PPS)

Bly (team leader)
Wheeler
Holt
Thorne
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Corney (GL)
Strong (service manager
Folkes (HW manager)
deWittKlein (PPS)

Vacancy
Thorne
White (OS support)
Adams (HW support)
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Jensen
Kruk
Keatley w
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Prosser (contractor)
[3.5FTE funded]

Machine Room operations

Networking Support

Database Support (Brown – especially 3D)
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Database Support  (Brown especially 3D)

Project Management (Sansum/Gordon/(Kelsey))
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Communication between sites and VOs has several 
routes

Mail lists – including gridpp-
dteam Aggregated operations blogs

Deployment Team (DTEAM)

Webpages/Documentation/Wiki 

UKI helpdesk/ticket tracking
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Calendar, actions & issues logs Weekly DTEAM and monthly UKI 
meetings (includes LHC expts.)
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The ROC/DTEAM monitors the status regularly

The deployment team meet 
weekly but check many of the 
EGEE and WLCG tools daily for allEGEE and WLCG tools daily for all 
sites in the region including the 
Tier-1. Problems are discussed in 
the meeting and where 
necessary a ticket is submitted 
t th itto the site.

SAM GSTAT
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CERN experiment dashboard UK ATLAS testsAccounting
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Sites are made aware of their overall availability vs targets

Targets
For April >80%
For June >85%
For July >90%
For Sept+ >95%
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Site and ROC issues are discussed at the weekly EGEE/WLCG 
operations meeting

Weekly EGEE/WLCG discussion
General forum to raise site, VO & project issues

Sites

ROC

Weekly discussion minutes
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Weekly discussion minutes
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We also use our own tests: Regular monitoring of UK 
ATLAS user tests has helped to improve “availability” 

Central service problem

Tier-1
(100%) Improvement in overall success rates

Nb: Tests availability for a normal user. This means full queues will lead to 
lower success – i.e. the user job can not run within given time! 

( ) Improvement in overall success rates 
for ATLAS test jobs
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Sites use a number of tools to spot problems

Ganglia good for trends and status Nagios for watching service status (alarms)
also see GI♣ work here http://i4c.sourceforge.net/

Oxford jobs this weekend 

ScotGrid top-level BDII

Nagios display of prototype grid service monitoring tool

• Much going on in systems monitoring area: http://www.sysadmin.hep.ac.uk/wiki. 
• Also with monitoring grid services:     
htt //t iki h/t iki/bi / i /LCG/G idS i M it i I f

ScotGrid top level BDII
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https://twiki.cern.ch/twiki/bin/view/LCG/GridServiceMonitoringInfo
• Real time monitor reports are also useful:  http://gridportal.hep.ph.ic.ac.uk/rtm/
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The UKI helpdesk is fully integrated with GGUS and site 
ticketing systems

NewUK importer
Footprints: Local workflow

Assigned

Ticket

In-
Progress

GGUS
Waiting for 
ReplyCentral

Helpdesk

C
IC

 H

GGUS

Solved Unsolved

p H
elpdesk

WSDL

WSDL

Re-opened
Support

units
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- We encourage cross-site support -
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WAN testing for the WLCG T1 and T2s. Constant testing but 
currently tools used for diagnosis not alarms
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GridMon is now setup and constantly logging data from 
tests between the Tier-1 and the Tier-2 sites
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Performance metrics are often reviewed in a number of areas
(some examples)

Average Time Taken To Close Tickets  1st July - 31st December 2006 

t id l
ScotGRID-Edinburgh

RAL-LCG2
QMUL-eScience

Other
mpUCDie

GridPP-VOMS
GridPP
GOCDB

csTCDie
cpDIASie

Core Services
Accounting

Queue

UKI-SOUTHGRID-OX-HEP
UKI-SOUTHGRID-CAM-HEP
UKI-SOUTHGRID-BRIS-HEP

UKI-SOUTHGRID-BHAM-
UKI-SOUTHGRID-BHAM-HEP

UKI-ScotGrid-Durham
UKI-NORTHGRID-SHEF-HEP
UKI-NORTHGRID-MAN-HEP

UKI-NORTHGRID-LIV-HEP
UKI-NORTHGRID-LANCS-

UKI-LT2-UCL-HEP
UKI-LT2-UCL-CENTRAL

UKI-LT2-RHUL
UKI-LT2-QMUL

UKI-LT2-IC-LeSC
UKI-LT2-IC-HEP-PPS

UKI-LT2-IC-HEP
UKI-LT2-Brunel

UCL-CCC
scotgrid-gla

0 1 2 3 4 5 6 7 8 9 10 11

UKI-SOUTHGRID-RALPP
UKI-SOUTHGRID-OX-HEP

 Days

Ticket response times are monitored 
by the ROCby the ROC

Data is pulled from various sources to develop 
views on efficiency 

The storage group actively contribute to SRM

Security – policies and wider 
engagements are important. We 
take part in the EGEE security 
challenges and assess response 
ti
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The storage group actively contribute to SRM 
testing and developing of the accounting. We 
also check resources that are deployed.

times.
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Examples of other work areas that help develop the service  
and maintain skills

• Ticket Process Management – insight into current problems
• Security policy work 
• Grid Security Vulnerability trackingGrid Security Vulnerability tracking
• Storage testing (SRM v2.2) – for experience
• Running Pre-production sites – we see what is coming
• Porting the middleware ♣g
• EGEE user support activities
• Core Infrastructure Monitoring (COD)

Activities the ROC is developing:
• Grid Operations Centre DataBase (GOCDB)
• eLearning – virtual environments ♣
• Accounting sensors – now working on storage
• Grid MPI ♣

G idPP it di i i it th it t di d t k• GridPP site readiness reviews – visit the sites to discuss and take-
up problems, issues and concerns directly. This has proved very 
informative and stimulated sites to think more about the service they are 
being asked to deliver…. 
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T lk

Summary

Talk summary
1 The UKI ROC has 3 grids. GridPP currently dominates

2 There are formal structures in place (including MoUs)

3 Good communication is key to maintaining the service3 Good communication is key to maintaining the service

4 There is a lot of monitoring in place (Grid node, network….) 

5 Performance metrics are still developing but critical

6 Close working between deployment and user representatives helps
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