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Outline

• The CMS detector.

• What is αT?

• Outline of the Analysis.

• Background estimation.

• 1/fb Result & Interpretation.

• Plans for the 5/fb analysis.

• Dedicated αT triggers.

• Conclusion
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The CMS detector

3

The αT analysis primarily uses the calorimeters. The 
tracking and muon systems are used in the 

background estimation.

Key Features
• Fine grain Silicon 
Tracker
• Lead Tungstate ECal
• Brass HCal
• 4T magnetic field
• Precision muon 
system
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What is αT?
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are required to have transverse energy ET > 50 GeV.
Events are vetoed if any additional jet satisfies ET >
50 GeV and j!j> 3, or rare, spurious signals are identified
in the calorimeters [34,35]. The highest-ET jet is required
to be within the central tracker acceptance and the two
highest-ET jets must each have ET > 100 GeV. To sup-
press SM processes with genuine 6ET from neutrinos, events
containing an isolated electron [36] or muon [37] with
pT > 10 GeV are vetoed. To select a pure multijet topol-
ogy, events are vetoed in which an isolated photon [38]
with pT > 25 GeV is found.

The following two variables characterize the visible
energy and missing momentum in the transverse plane:
the scalar sum of the transverse energy ET of jets, defined

as HT ¼ PNjet

i¼1 ET, and the magnitude of the vector sum of

the transverse momenta ~pT of jets, defined as HT ¼
jPNjet

i¼1 ~pTj, where Njet is the number of jets with ET >
50 GeV. Significant hadronic activity in the event is en-
sured by requiring HT > 275 GeV. Following these selec-
tions, the background from multijet production, a
manifestation of quantum chromodynamics (QCD), is still
several orders of magnitude larger than the typical signal
expected from SUSY. While the bulk of these multijet
events do not exhibit significant 6ET, large values can be
observed due to stochastic fluctuations in the measurement
of jet energies or mismeasurements caused by nonuniform-
ities in the calibration of the calorimeters or detector
inefficiencies.

The "T kinematic variable, first introduced in
Refs. [39–41], is used in the selection to efficiently reject
events either without significant 6ET or with transverse
energy mismeasurements, while retaining a large sensitiv-
ity to new physics with genuine 6ET signatures. For events

with two jets, the variable is defined as "T ¼ ET
j2=MT ¼

ET
j2=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
HT

2 "HT
2

q
, where ET

j2 is the transverse energy of

the less-energetic jet, and MT is the transverse mass of the
dijet system. For a perfectly measured dijet event with
ET

j1 ¼ ET
j2 and jets back to back in #, and in the limit

of large jet momenta compared to their masses, the value of
"T is 0.5. In the case of an imbalance in the measured
transverse energies of back-to-back jets, "T is smaller than
0.5. Values significantly greater than 0.5 are observed when
the two jets are not back to back and balancing genuine 6ET.
For events with three or more jets, a dijet system is formed
by combining the jets in the event into two pseudojets.
The total ET of each of the two pseudojets is calculated as
the scalar sum of the measured ET of contributing jets. The
combination chosen is the one that minimizes the ET

difference between the two pseudojets. This simple clus-
tering criterion provides the best separation between QCD
multijet events and events with genuine 6ET. Events with
multiple jets with ET < 50 GeV or with severe jet energy
undermeasurements due to detector inefficiencies can lead
to values of "T slightly above 0.5. Such events are

effectively rejected by requiring "T > 0:55 and by apply-
ing dedicated vetoes, described further in Ref. [23]. These
final selections complete the definition of the hadronic
signal sample. A disjoint hadronic control sample consist-
ing predominantly of QCD multijet events is defined by
requiring "T < 0:55.
As can be seen in Fig. 1, the only expected remaining

backgrounds with "T > 0:55 stem from SM processes with
genuine 6ET in the final state. In the dijet case, the largest
backgrounds with genuine 6ET are the associated produc-
tion of W or Z bosons with jets, followed by either the
weak decays Z ! $ !$ or W ! %$, where the % decays
hadronically and is identified as a jet, or by leptonic decays
that are not rejected by the dedicated electron or muon
vetoes. At higher jet multiplicities, top quark production,
followed by semileptonic weak top quark decay, becomes
important.
Events in the hadronic signal sample are recorded with a

trigger condition that identifies candidate events with en-
ergetic jets and significant 6ET. Events are selected if they
haveHT > 250 GeV and 6ET above a threshold that evolves
with instantaneous luminosity, from 60 to 90 GeV. In the
region 275<HT < 325 GeV, the efficiency with which
events satisfying the full reconstruction and selection
criteria are triggered is 0:99þ0:01

"0:02. For events with
HT > 325 GeV, the efficiency is 1:00þ0:00

"0:03. A set of pre-
scaled HT trigger conditions are used to record events for
the hadronic control sample.
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FIG. 1 (color online). The distribution of "T, described in the
text, for events in data with two or more jets (black dots with
error bars representing the statistical uncertainties), after all
event selection criteria except "T are applied and HT >
375 GeV. For illustrative purposes only, expected yields from
simulation are also shown for QCD multijet events (dot-dashed
line), associated production of top quarks, W, or Z with jets
(long-dashed line), the sum of all aforementioned SM processes
(solid line) and the SUSY LM6 model (dotted line). The un-
certainties for the SM expectation, due to the limited accuracy of
the available simulation data sets and jet energy calibrations, are
represented by the hatched area. The highest bin contains the
overflows.
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αT was inspired by L.Randal and D.Tucker-Smith (10.1103/
PhysRevLett.101.221803) and expanded to multi-jet transverse 

topologies by CMS

MC predicts no QCD past a cut of 0.55
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The analysis

• Updated from the 35/pb analysis, which was a cut 
and count experiment, using the same background 
estimation procedure.

• Robust, QCD free. Which makes it ideal for early 
running conditions.

• Now use a shape analysis in HT.

• Uses a total of 1.1/fb of data.
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Cut Flow

6

• ‘good’ collision vertex
• HT > 275 GeV
• Two or more jets, reconstructed 
with AK5 algorithm with pT > 
50GeV and |η| < 3. 
• Leading Jet with in |η| < 2.5
• Sub leading Jet with pT > 100GeV
•  Veto events with isolated 
leptons(photons) with pT > 10(25) 
GeV 
• Detector failure cleaning cuts  (GeV)TH
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Background estimation

• Backgrounds are electro-weak processes 
with real MET, top, Z->nu nu + Jets, etc.

• Use visible decay modes to predict 
irreducible electro-weak background, we 
don’t rely on monte-carlo yields for 
background prediction.

• Predict total background from properties 
of HT/αT distribution.

7
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Background estimation 1)
Total background estimation

8

• Use lower HT control regions to 
predict the total background in the signal 
region.
• Adjust the jet Pt thresholds to keep the 
event kinematics the same.
• Define 
•For QCD Rat is expected to fall with 
increasing HT.
• For EWK flat behaviour is expected, 
this is checked with the W/Υ control 
samples.
•Final selection is QCD free.

!þ jets samples. For each HT bin, these yields are related
to the numerator of R"T

ðHTÞ, measured in the hadronic
signal sample, via the translation factors from the
simulation.

With a fit probability (p value) of 0.56, the hypothesis
for the R"T

dependence on HT reproduces the data well, as
shown in Fig. 2. The only parameter with a significant
nonzero value as determined by the fit is the constant
term B ¼ ð1:1% 0:2Þ & 10'5. The other two fit parame-
ters, A ¼ ð1:4% 1:9Þ & 10'5 and k ¼ ð5:2% 5:6Þ &
10'3 GeV'1, are compatible with zero, indicating that no
significant QCD contamination has been observed in the
signal region. Furthermore, as a cross check, the fit is
repeated with the assumption that R"T

is independent of
HT, which in turn implies that the numerator of the ratio is
fully dominated by SM backgrounds with genuine 6ET. The
result of this fit, shown in Fig. 2, has a p value of 0.41 and is
in good agreement with the nominal fit.

To validate the background estimation of the simulta-
neous fit, the #þ jets and !þ jets samples are used to

predict directly the SM backgrounds with genuine 6ET in
the different HT bins, independently of the fit. The predic-
tion for each HT bin is taken as the numerator of the ratio
R"T

, and the observed behavior in HT is shown in Fig. 2.
This cross-check confirms, within the statistical and sys-
tematic uncertainties, the HT independence of R"T

when
the numerator is dominated by SM events with genuine 6ET.
The fit results for all three data samples are listed in

Table I, along with the observed yields in the data. Good
agreement between the measured HT distribution and the
fit is observed for all three data samples, indicating that the
observed yields are compatible with the SM background
expectation provided by the fit. The uncertainties listed
with the SM predictions are obtained from an ensemble of
pseudoexperiments. Figure 3 compares the result of the
simultaneous fit to the observed yields in the hadronic
signal sample.
Given the lack of an excess of events above the expected

SM backgrounds, limits are set in the parameter space of
the CMSSM. At each point of the parameter space, the
SUSY particle spectrum is calculated with SOFTSUSY [45],
and the signal events are generated at leading order with
PYTHIA 6.4 [46]. Inclusive, process-dependent, next-to-
leading-order (NLO) cross sections, obtained with the
program PROSPINO [47], are used to calculate the observed
and expected exclusion contours. The simulated signal
events are reweighted so that the distribution of number
of pileup events per beam crossing from the simulation
matches that observed in data. Uncertainties on the SM
background prediction, the luminosity measurement
(4.5%) [48], the total acceptance times efficiency of the
selection for the considered signal model (4.5%) [23,49],
and NLO cross section and parton distribution functions
(10%) are included in the limit. Although signal contribu-
tions to the total yield in each of the three considered data
samples are allowed, the only relevant signal contribution
originates from the hadronic data sample in the case of the
CMSSM.
Figure 4 shows the observed and expected exclusion

limits at 95% confidence level (C.L.) in the (m0, m1=2)
plane for tan$ ¼ 10 and A0 ¼ 0 GeV, calculated with the
CLs method [50]. For this choice of parameters in the
CMSSM, squark masses below 1.1 TeV are excluded
and gluino masses below the same value are ruled out for
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FIG. 2 (color online). The ratio R"T
as a function of HT, as

measured in the hadronic data samples (black dots with error
bars representing the statistical uncertainties). The ratios using
the direct predictions from the #þ jets and !þ jets samples are
shown as open squares (offset for clarity, with error bars repre-
senting the statistical and systematic uncertainties). Also shown
is the result of the simultaneous fit to the three data samples
(solid line); the analogous result when assuming a
HT-independent hypothesis (dotted line); and, for illustrative
purposes only, the expectation from the SUSY LM6 model
when superimposed on the nominal fit result (long-dashed line).

TABLE I. Comparison of the measured yields in the different HT bins for the hadronic, #þ jets and !þ jets samples with the SM
expectations and combined statistical and systematic uncertainties given by the simultaneous fit.

HT bin (GeV) 275–325 325–375 375–475 475–575 575–675 675–775 775–875 >875

SM hadronic 787þ32
'22 310þ8

'12 202þ9
'9 60:4þ4:2

'3:0 20:3þ1:8
'1:1 7:7þ0:8

'0:5 3:2þ0:4
'0:2 2:8þ0:4

'0:2

Data hadronic 782 321 196 62 21 6 3 1
SM #þ jets 367þ15

'15 182þ8
'9 113þ8

'7 36:5þ3:8
'3:3 13:4þ2:2

'1:8 4:0þ1:4
'1:2 0:8þ0:9

'0:1 0:7þ0:9
'0:1

Data #þ jets 389 156 113 39 17 5 0 0
SM !þ jets 834þ28

'30 325þ17
'17 210þ12

'12 64:7þ6:9
'7:0 21:1þ3:9

'4:3 10:5þ2:5
'2:6 6:1þ0:9

'1:7 5:5þ0:9
'1:6

Data !þ jets 849 307 210 67 24 12 4 4
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Background Estimation 
2) W + jets and ttbar background

Use the same object definitions as for the ttbar cross section 
measurement.

 Use the same selection as for signal, with the requirement of a 
high Pt muon and calculate αT excluding the muon.
 Extra selection requirement of Transverse mass > 30GeV to 

remove QCD.
 Use MC efficiencies and acceptances for the muon sample. 

Absolute numbers are not used, we take the ratio between the 
hadronic and muon selections to predict the w+jets & ttbar 
backgrounds
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Background Estimation 3)
Z->nu nu + Jets

10

Z

µ µ

W

µ ν

γ

Z

ν
ν

MET

Z → ll + jets
Strength: very clean
Weakness: low statistics

W → lν + jets
Strength: larger statistics
Weakness: background 
from SM and SUSY

 Υ + jets
Strength: large statistics 
and clean at high ET

Weakness: background at 
low ET, theoretical errors

Use visible decay modes 
to predict incurable
background

Use Υ + Jet events, select pure 
events with Υ with Pt > 100GeV.
Use MC to scale Υ ➭ Z - Largest 
systematic.
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Background estimation 4) 

11m0 < 500 GeV. The exclusion limit changes at most by
20 GeV in the (m0, m1=2) plane for different parameter
values (e.g., tan! ¼ 40 and A0 ¼ "500 GeV), indicating
that the limit is only weakly dependent on these
parameters.

In summary, the first search for supersymmetry from
CMS based on an integrated luminosity in excess of 1 fb"1

has been reported. Final states with two or more jets and
significant 6ET, as expected from high-mass squark and
gluino production and decays, have been analyzed.
The search has been performed in eight bins of the scalar
sum of the transverse energy of jets,HT, considering events
with HT in excess of 275 GeV. The sum of standard
model backgrounds per HT bin has been estimated from

a simultaneous binned likelihood fit to hadronic, "þ jets,
and #þ jets samples. The observed yields in the eight HT

bins have been found to be in agreement with the expected
contributions from standard model processes. Limits on the
CMSSM parameters have been derived and squark masses
below 1.1 TeV are excluded at 95% C.L. in this model.
Gluino masses in the same range are ruled out at 95% C.L.
for m0 < 500 GeV. This limit represents a tight constraint
on the parameter space of SUSY models like the CMSSM.
We wish to congratulate our colleagues in the CERN

accelerator departments for the excellent performance of
the LHC machine. We thank the technical and administra-
tive staff at CERN and other CMS institutes, and acknowl-
edge support from: FMSR (Austria); FNRS and FWO
(Belgium); CNPq, CAPES, FAPERJ, and FAPESP
(Brazil); MES (Bulgaria); CERN; CAS, MoST, and
NSFC (China); COLCIENCIAS (Colombia); MSES
(Croatia); RPF (Cyprus); Academy of Sciences and
NICPB (Estonia); Academy of Finland, ME, and HIP
(Finland); CEA and CNRS/IN2P3 (France); BMBF,
DFG, and HGF (Germany); GSRT (Greece); OTKA and
NKTH (Hungary); DAE and DST (India); IPM (Iran); SFI
(Ireland); INFN (Italy); NRF and WCU (Korea); LAS
(Lithuania); CINVESTAV, CONACYT, SEP, and
UASLP-FAI (Mexico); PAEC (Pakistan); SCSR (Poland);
FCT (Portugal); JINR (Armenia, Belarus, Georgia,
Ukraine, Uzbekistan); MST and MAE (Russia); MSTD
(Serbia); MICINN and CPAN (Spain); Swiss Funding
Agencies (Switzerland); NSC (Taipei); TUBITAK and
TAEK (Turkey); STFC (U.K.); DOE and NSF (U.S.).
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FIG. 3 (color online). The observed event yields versus HT in
the hadronic signal sample (black dots with error bars represent-
ing the statistical uncertainties). Also shown are the expectations
given by the simultaneous fit for the Z ! $ !$þ jets process (dot-
dashed line); the associated production of top, W, or Z with jets
(long-dashed line); the sum of QCD and all aforementioned
processes (solid line); and, for illustrative purposes only, the
SUSY LM6 model superimposed on the SM expectation (dotted
line).
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FIG. 4 (color online). Observed and expected 95% C.L. ex-
clusion contours in the CMSSM (m0, m1=2) plane ( tan! ¼ 10,
A0 ¼ 0, "> 0) using NLO signal cross sections with the C:L:s
method. The expected limit is shown with its 68% C.L. range.
The SUSY benchmark model LM6 is also shown.
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Perform a simultaneous fit to 
the different background 
predictions to give a total 

background estimate.

!þ jets samples. For each HT bin, these yields are related
to the numerator of R"T

ðHTÞ, measured in the hadronic
signal sample, via the translation factors from the
simulation.

With a fit probability (p value) of 0.56, the hypothesis
for the R"T

dependence on HT reproduces the data well, as
shown in Fig. 2. The only parameter with a significant
nonzero value as determined by the fit is the constant
term B ¼ ð1:1% 0:2Þ & 10'5. The other two fit parame-
ters, A ¼ ð1:4% 1:9Þ & 10'5 and k ¼ ð5:2% 5:6Þ &
10'3 GeV'1, are compatible with zero, indicating that no
significant QCD contamination has been observed in the
signal region. Furthermore, as a cross check, the fit is
repeated with the assumption that R"T

is independent of
HT, which in turn implies that the numerator of the ratio is
fully dominated by SM backgrounds with genuine 6ET. The
result of this fit, shown in Fig. 2, has a p value of 0.41 and is
in good agreement with the nominal fit.

To validate the background estimation of the simulta-
neous fit, the #þ jets and !þ jets samples are used to

predict directly the SM backgrounds with genuine 6ET in
the different HT bins, independently of the fit. The predic-
tion for each HT bin is taken as the numerator of the ratio
R"T

, and the observed behavior in HT is shown in Fig. 2.
This cross-check confirms, within the statistical and sys-
tematic uncertainties, the HT independence of R"T

when
the numerator is dominated by SM events with genuine 6ET.
The fit results for all three data samples are listed in

Table I, along with the observed yields in the data. Good
agreement between the measured HT distribution and the
fit is observed for all three data samples, indicating that the
observed yields are compatible with the SM background
expectation provided by the fit. The uncertainties listed
with the SM predictions are obtained from an ensemble of
pseudoexperiments. Figure 3 compares the result of the
simultaneous fit to the observed yields in the hadronic
signal sample.
Given the lack of an excess of events above the expected

SM backgrounds, limits are set in the parameter space of
the CMSSM. At each point of the parameter space, the
SUSY particle spectrum is calculated with SOFTSUSY [45],
and the signal events are generated at leading order with
PYTHIA 6.4 [46]. Inclusive, process-dependent, next-to-
leading-order (NLO) cross sections, obtained with the
program PROSPINO [47], are used to calculate the observed
and expected exclusion contours. The simulated signal
events are reweighted so that the distribution of number
of pileup events per beam crossing from the simulation
matches that observed in data. Uncertainties on the SM
background prediction, the luminosity measurement
(4.5%) [48], the total acceptance times efficiency of the
selection for the considered signal model (4.5%) [23,49],
and NLO cross section and parton distribution functions
(10%) are included in the limit. Although signal contribu-
tions to the total yield in each of the three considered data
samples are allowed, the only relevant signal contribution
originates from the hadronic data sample in the case of the
CMSSM.
Figure 4 shows the observed and expected exclusion

limits at 95% confidence level (C.L.) in the (m0, m1=2)
plane for tan$ ¼ 10 and A0 ¼ 0 GeV, calculated with the
CLs method [50]. For this choice of parameters in the
CMSSM, squark masses below 1.1 TeV are excluded
and gluino masses below the same value are ruled out for
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FIG. 2 (color online). The ratio R"T
as a function of HT, as

measured in the hadronic data samples (black dots with error
bars representing the statistical uncertainties). The ratios using
the direct predictions from the #þ jets and !þ jets samples are
shown as open squares (offset for clarity, with error bars repre-
senting the statistical and systematic uncertainties). Also shown
is the result of the simultaneous fit to the three data samples
(solid line); the analogous result when assuming a
HT-independent hypothesis (dotted line); and, for illustrative
purposes only, the expectation from the SUSY LM6 model
when superimposed on the nominal fit result (long-dashed line).

TABLE I. Comparison of the measured yields in the different HT bins for the hadronic, #þ jets and !þ jets samples with the SM
expectations and combined statistical and systematic uncertainties given by the simultaneous fit.

HT bin (GeV) 275–325 325–375 375–475 475–575 575–675 675–775 775–875 >875

SM hadronic 787þ32
'22 310þ8

'12 202þ9
'9 60:4þ4:2

'3:0 20:3þ1:8
'1:1 7:7þ0:8

'0:5 3:2þ0:4
'0:2 2:8þ0:4

'0:2

Data hadronic 782 321 196 62 21 6 3 1
SM #þ jets 367þ15

'15 182þ8
'9 113þ8

'7 36:5þ3:8
'3:3 13:4þ2:2

'1:8 4:0þ1:4
'1:2 0:8þ0:9

'0:1 0:7þ0:9
'0:1

Data #þ jets 389 156 113 39 17 5 0 0
SM !þ jets 834þ28

'30 325þ17
'17 210þ12

'12 64:7þ6:9
'7:0 21:1þ3:9

'4:3 10:5þ2:5
'2:6 6:1þ0:9

'1:7 5:5þ0:9
'1:6

Data !þ jets 849 307 210 67 24 12 4 4
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Interpretation 1 CMSSM
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m0 < 500 GeV. The exclusion limit changes at most by
20 GeV in the (m0, m1=2) plane for different parameter
values (e.g., tan! ¼ 40 and A0 ¼ "500 GeV), indicating
that the limit is only weakly dependent on these
parameters.

In summary, the first search for supersymmetry from
CMS based on an integrated luminosity in excess of 1 fb"1

has been reported. Final states with two or more jets and
significant 6ET, as expected from high-mass squark and
gluino production and decays, have been analyzed.
The search has been performed in eight bins of the scalar
sum of the transverse energy of jets,HT, considering events
with HT in excess of 275 GeV. The sum of standard
model backgrounds per HT bin has been estimated from

a simultaneous binned likelihood fit to hadronic, "þ jets,
and #þ jets samples. The observed yields in the eight HT

bins have been found to be in agreement with the expected
contributions from standard model processes. Limits on the
CMSSM parameters have been derived and squark masses
below 1.1 TeV are excluded at 95% C.L. in this model.
Gluino masses in the same range are ruled out at 95% C.L.
for m0 < 500 GeV. This limit represents a tight constraint
on the parameter space of SUSY models like the CMSSM.
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FIG. 3 (color online). The observed event yields versus HT in
the hadronic signal sample (black dots with error bars represent-
ing the statistical uncertainties). Also shown are the expectations
given by the simultaneous fit for the Z ! $ !$þ jets process (dot-
dashed line); the associated production of top, W, or Z with jets
(long-dashed line); the sum of QCD and all aforementioned
processes (solid line); and, for illustrative purposes only, the
SUSY LM6 model superimposed on the SM expectation (dotted
line).

 (GeV)0m
0 500 1000 1500 2000

 (
G

eV
)

1/
2

m

200

400

600

g

g

 = 7 TeVs,-1CMS,  1.14 fb

 > 0µ = 0 GeV, 
0

 = 10, Aβtan

LM6

 =
 L

S
P

τ∼
95% C.L. limits:

sObserved Limit (NLO), C.L.

σ 1 ±Median Expected Limit 

 (GeV)0m
0 500 1000 1500 2000

 (
G

eV
)

1/
2

m

200

400

600

 (GeV)0m
0 500 1000 1500 2000

 (
G

eV
)

1/
2

m

200

400

600

FIG. 4 (color online). Observed and expected 95% C.L. ex-
clusion contours in the CMSSM (m0, m1=2) plane ( tan! ¼ 10,
A0 ¼ 0, "> 0) using NLO signal cross sections with the C:L:s
method. The expected limit is shown with its 68% C.L. range.
The SUSY benchmark model LM6 is also shown.
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Interpretation 2) Simplified Models
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Future work

• Use αT specific triggers to enable us 
to stay at low HT in the high lumi running.

• Use exclusive B-Tag bins, improve 
sensitivity to light stops/sbottoms.

• Analyse the full 5/fb of 7TeV data.
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αT Triggers - an example
• Calculate αT iteratively, add each 

Jet in the event above some 
threshold. Calculate HT and αT, if 
both are above the required 
thresholds then we accept the 
event.

• This means that we are not 
effected by jet thresholds, so we 
can change the jet thresholds in 
the offline analysis bins.

• Triggers turn on ~0.02 in αT after 
the trigger threshold
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Conclusions

• Presented an updated αT analysis with 1/fb 
of integrated luminosity.

• Have designed and tested a suite of triggers 
for the 5/fb analysis.

• Looked at ways of enhancing the analysis 
given our current findings.

• Plan to release the new analysis in the 
coming months
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