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Why This Talk
• I was asked to guide the discussion on this topic, 

summarizing what has been done so far

• I am not saying anything new and I am not the right 
person to do that

• I will take the opportunity to introduce a few points that we 
are all familiar with

• From this premises we will get to the recent Les Houches 
recommendation to standardize the presentation of 
experimental searches

• Most probably you all know this. I hope I will not be too 
boring
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Interpreting a counting experiment
• The result of a counting experiment is an observed yield n given 

an expected background b

• Expectation comes with uncertainty db. ATLAS and CMS write the 
likelihood as 

• If n, bexp, and db are not quoted in a paper, then the paper is not 
describing the measurement. Experiments should be more 
rigorous there, at least submitting extra information with the paper

• When the numbers are provided, you don't have to care about the 
background. We are telling you how much is there

• Your only concern is how much signal your model would produce 
in my detector

L(n) = P(n|s+b)LogN(b|bexp,db)
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The Signal Yield
• The observed yield is the product of three 

numbers

s = eff * Lumi * xsec 

This you should know (it comes with the model you 
consider)

This is quoted (with it's error) in the papers
This is quoted for benchmark models, sometimes. For the 
generic case you need to know how the detector behaves
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Getting the Efficiency
• The signal efficiency is usually the big mystery for 

someone external to an experimental collaboration

• Experiments are trying to be more open, adopting the 
idea of Simplified Models

• Whenever your generic model is the superposition of a 
limited set of models, you can get the answer right

• Whenever this is not the case, you can at least use the 
simplified models to get a calibration of your own mock 
detector

• And sometimes the generator-level information is enough
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Simplified Model

• Result on a 
simplified 
model is given 
with two plots: 
efficiency and 
excluded cross 
section

• A simplified model is a 
model in which a few 
particles (e.g. of a SUSY 
spectrum) actually 
contribute to the LHC 
phenomenology, the 
others being heavier 

II. A DETAILED EXAMPLE OF A SIMPLIFIED MODEL

This section, adapted from [17], outlines the important elements that go into any simpli-
fied model analysis. As an illustrative example, it focuses on gluino production and decay
as a model for hadronic jets plus missing energy signals. We will discuss how limits can be
set in a multidimensional parameter space and how the limits from multiple topologies can
be combined. The procedure outlined here is a general one and can be applied to any of the
simplified models listed in this review.

1. E↵ective Lagrangian

Consider a direct three-body gluino decay into an electroweak gaugino and two light-
flavored quarks,

g̃ ! qq̄0�0.

This decay mode occurs in supersymmetric models where the squarks are significantly heav-
ier than the gluino; it proceeds through the dimension-six operator

Lint =
�2
i

M2
i

g̃q
i

q̄
i

�0 + h.c. , (1)

where i runs over the di↵erent quark flavors, �
i

is the Yukawa coupling for the quark-squark-
�0 vertex, and M

i

is the e↵ective scale of the interaction. The flavor structure of the final
state is determined by the mass spectrum of the corresponding squarks, with decays through
lighter mass squarks occurring more rapidly. In this example, only light-flavor decay modes
are considered (see §IVE for the analogous heavy-flavor discussion).

Direct three-body decays arise in models where the squarks are decoupled, such as in
split-supersymmetry [23], or where the soft masses of the squarks are at the TeV-scale, but
are still somewhat larger than the gluino mass. These decays dominate when

• �0 = eB and the right-handed squarks are lightest, or the fW is kinematically inacces-
sible
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FIG. 1: Illustrations of the three gluino simplified models discussed in this section.
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Combining Simplified Models
20 11 Summary

In a control dataset we find a simple 2D functional form that describes the distributions of the460

relevant SM backgrounds as a function of R2 and MR. This function is proved to model the461

correlation between R2 and MR in the region under study to a good precision in the Monte462

Carlo, much higher than the precision of the fit used to predict the shape of the backgrounds463

from data. Assuming the modeling of the R2 vs MR implied by the 2D function is correct, a 2D464

fit of the R2 and MR distributions in control regions is used to predict the background yields465

and shapes in regions at high mass scale that could contain events from new physics.466

No significant excess over the background expectations was observed and the results were467

presented as a 95% CL in the (m0, m1/2) CMSSM parameter space. We exclude up to 1.35 TeV468

squarks and gluinos for m(q̃) ⇠ m(g̃) and for m(q̃) > m(g̃) we exclude gluinos up to 800 GeV.469

These results significantly extend the current LHC limits.470
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Figure 10: Observed (solid curve) and median expected (dot-dashed curve) 95% CL limits in
the (m0, m1/2) CMSSM plane with tan b = 10, A0 = 0, sgn(µ) = +1 from the razor analysis.
The ± one standard deviation equivalent variations in the uncertainties are shown as a band
around the median expected limit.

• We take CMSSM as an example of a “full model” which we want to study

• Rather than scanning the model parameters, we can scan the signatures this 
model produces
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Combining Simplified Models
• One can then deduce the CMSSM limit by combining a 

limited set of SMSs
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Figure 3: Variation of the branching ratios, in percent, of the main SUSY production and decay modes in the mSUGRA
parameter space with tan β = 10, A0 = 0 and µ > 0. The upper right corner, where the strong sparticles are
heavy, includes a significant contribution from weakino production.
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Combining Simplified Models
• The combination of the 

different SMSs allows to 
reproduce the distribution 
of kinematic variables to a 
good level of accuracy
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Figure 7: Kinematics of a complex mSUGRA point (m0 = 1000 GeV, m1/2 = 350 GeV, tan(β) = 10, A0 = 0, µ > 0)
and a set of five simplified models constructed using the same mass spectrum. Clockwise from the top left,
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ther assume that the Aε for all decay modes in the
theory is similar to the average Aε for those events
covered by the simplified model topologies. Then
the expected number of events may be written as:

N = σtot × Lint × (5)

∑

i

Aεa→i ×
P(a,a)

∑

(a,a) P(a,a)
×

(

BRa→i
∑

a BRa→i

)2

,

where again the sums run only over the simpli-
fied models. Clearly, the most aggressive mSUGRA
limit is provided under this assumption, and a limit
set in this manner risks claiming exlusion for re-
gions which would not, in fact, be excluded at the
95% confidence level by a dedicated search. Al-
though the accuracy of these two approximations
might be suspect, the kinematic comparisons of sim-
plified models to a complete SUSY parameter space
point suggests that they are not completely unrea-
sonable.

In order to portray the results achievable with
present resources as accurately as possible, simpli-
fied model points were generated on a grid cor-
responding roughly to that already in use by the
ATLAS experiment [18]. Between these points, Aε
is interpolated in the two-dimensional msquark- /

mgluino-mLSP grid. Because SM 3 and SM 4 are
three dimensional grids, and because it is unlikely
that experiments will provide full three-dimensional
Aε, three values of intermediate chargino mass are
used: mchargino = x ×

(

msquark/gluino −mLSP

)

+
mLSP, with x = 0.25, 0.5, and 0.75. To interpo-
late between these three two-dimensional planes,
a simple quadratic fit is used. When approach-
ing the boundaries of mLSP = mchargino and
msquark/gluino = mchargino, the decay modes natu-
rally turn off, making more complicated interpola-
tion unnecessary.

Using this procedure, limits are placed on
mSUGRA using signal regions approximating the
ATLAS zero-lepton search [15]. Five signal regions
are included in this search, and the signal region
with the best expected limit is used for each point.
A point is considered to be excluded if the num-
ber of expected SUSY events in the optimal signal
region exceeds the observed 95% confidence level
upper limit on new physics events in that signal re-
gion. The results of the simplified model exclusion
are compared to the zero-lepton exclusion without
systematic uncertainties on the signal, as discussed
previously, in Figure 10. Four simplified model ex-
clusion curves are shown, corresponding to Equa-
tions 1 and 3–5. In comparison to the zero-lepton
exclusion limit, the most conservative simplified-
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(SMS+no systematics on signal)
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A Few Remarks
• CMSSM is a very special case of over-simplified model

• The same exercise with a more generic case might result in a 
number of SMSs which is bigger than the free parameters of 
the model

• Bottom line, the simplified model can be a good solution to 
avoid the details of the detector simulation, if and only if the 
relevant ingredients are provided by the collaborations

• Imagining that ATLAS and CMS can generate the needed plots 
for ALL the possible decay chains is just not possible, so the 
simplified model cannot be the ultimate solution, even if it is a 
good step in the right direction

• For sure the SMSs allow good-willing theorists to do more 
10
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Figure 1: Efficiency for obtaining a b tag of a non-b vs true b jet for each of the tagging algo-
rithms. The methods of [1] have been extended to the very low jet pT bins (left) 10 < pt < 30
and (right) 30 < pt < 50.

to TCHEM, for the track-counting algorithm, with the “high-efficiency” requirement that two
of the tracks have IP significance greater than that value that yields 1% contamination of light
partons. This notation appears in discussions below of efficiency and mistag rate for the tag-
gers.

4 Validation of reconstruction of b-tagging observables

The observables exploited to discriminate between b and LF jets are discussed in the follow-
ing. We compare the distributions of these quantities observed in the collision data with the
simulations on which our earlier studies of tagger performance [1] are based.

4.1 Charged-particle tracks

To minimize fake and badly reconstructed tracks, we impose basic track quality requirements:

• number of pixel hits � 2
• total number of silicon (pixel + strip) hits � 8
• c2/ndo f of the track fit < 5.0
• transverse momentum pT > 1.0 GeV/c
• unsigned transverse impact parameter dxy < 0.2 cm
• unsigned longitudinal impact parameter dz < 17 cm
• distance of closest approach to the jet axis < 0.07 cm;
• decay length < 5 cm.

These selection criteria have been established in studies performed with simulated data. Dis-
tributions of the data in these variables are given in the plots of Fig. 2, along with those of the
simulation that show the breakdown by parton flavor. Here and throughout this document
overlay plots of data with simulation are normalized to common area. Where appropriate,
under- and overflow populations are displayed in the edge bins of the histograms. In general
we find good agreement between data and the simulation in the shapes of these distributions.
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FIG. 19: Validation of kinematic plots for ATOM and PGS. The left plot shows the missing energy

significance in the ATLAS 6-8 jets plus missing energy search, for the MSUGRA benchmark point

with m0 = 1220 GeV and m1/2 = 180 GeV, tan � = 10, and A0 = 0 GeV. The right plot shows

the distribution of ↵T for the CMS search using this variable and the MSUGRA benchmark point

LM6. In both plots, the signal region is to the right of the vertical black dashed line, and we find

good agreement between the experimental simulations, and ATOM and PGS.

is instead provided by exclusion plots, such as the simplified models or the classic limit in

the CMSSM plane. In many cases these are the only plots one can compare to. Here the

curves represent mass limits, which are often easier to match given that the steeply falling

cross-section tend to reduce the e↵ects of a discrepancy in ✏ ⇥ A. On the other hand such

comparisons have the ability to check the agreement of our implementations in di↵erent

kinematical regions at once. However other sources of disagreement may appear and they

render the process of debugging discrepancies considerably harder. A typical example is the

e↵ect of including systematic uncertainties on the signal in order to produce the limit, which

typically introduce an intrinsic uncertainty in the comparison due to lack of information.

In Fig. A one can see the results for two of such comparisons, the mSUGRA limit for the

Same-Sign dilepton CMS search and the ATLAS bjets+0leptons+ /ET analysis. In particular

the latter analysis also shows the stronger level of discrepancy (a factor of 2 in ✏⇥A) among

all our comparisons, most likely due to systematics on the signal we did not include. However

we did check, by using a crude estimate of their size from [3], that the CLs limits on event
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Papers come with plots of 
kinematic variables that one 
can use validate a detector 
simulation

One can then try to reproduce 
the limits, as a validation of the 
detector simulation (and 
analysis implementation)

M. Papucci, J. T. Ruderman, A. Weiler
http://arXiv.org/abs/arXiv:1110.6926

Detector performances have been 
presented for basically all objects 
(jets, met, etc). This can be used to 
write a detector simulation

16 10 Summary and Conclusions

As a reference to other searches for SUSY, we interpret results in search region 1 in the context of
CMSSM model. The observed upper limits on the number of signal events reported in Section 8
are compared to the expected number of events in the CMSSM model in a plane of (m0, m1/2)
for tan � = 10, A0 = 0, and µ > 0. All points with mean expected values above this upper
limit are interpreted as excluded at the 95% CL. The observed exclusion region for the high-pT
dilepton selection is displayed in Fig. 5. The shaded region represents the uncertainty on the
position of the limit due to an uncertainty on the production cross section of CMSSM resulting
from PDF uncertainties and the NLO cross section uncertainty estimated from varying the
renormalization scale by a factor of two. The expected exclusion region is approximately the
same as the observed one. An exclusion region based on our previous analysis [9] is also shown
for a comparison. The new result extends to gluino masses of 825 GeV in the region with similar
values of squark masses and extends to gluino masses of 675 GeV for higher squark masses.
This can be compared to the exclusion of just around 500 GeV in the previous analysis. The
result for the inclusive dilepton selection is also shown in Fig. 6.
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Figure 5: Exclusion region in the CMSSM corresponding to the observed upper limit of 3.0
events in the search region 1 of the high-pT dilepton selections. The result of the previous analy-
sis [9] is shown to illustrate the improvement since.

10 Summary and Conclusions
We have searched for new physics with same-sign dilepton events in the ee, µµ, eµ, e�, µ�, and
�� final states, and have seen no evidence for an excess over the background prediction. The �
leptons referred to here are reconstructed via their hadronic decays.
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Figure 4: Observed and expected 95% C.L. exclusion limits in the (mg̃,mb̃1
) plane. Also shown

are the 68% and 99%C.L. expected exclusion curves. For each point in the plot, the signal region
selection providing the best expected limit is chosen. The neutralino mass is set to 60 GeV. The
result is compared to previous results from ATLAS and CDF searches which assume the same
gluino-sbottom decays hypotheses. Exclusion limits from the CDF and D0 experiments on
direct sbottom pair production are also shown.

are heavier than the gluino, which decays exclusively into three-body final states (bb̄!̃01 ) via
an off-shell sbottom. Such a scenario can be considered complementary to the previous one.
The exclusion limits obtained on the (mg̃,m!̃01

) plane are shown in Figure 5 for gluino masses

above 200 GeV. For each combination of masses, the analysis providing the best expected limit
is chosen. The selection 3JD leads to the best sensitivity for gluino masses above 400 GeV
and %M(g̃� !̃01 ) > 100 GeV. At low %M(g̃� !̃01 ), soft b-jets spectra and low EmissT are expected,
giving higher sensitivity to the signal regions 3JA and 3JB are preferred. Low gluino mass
scenarios present moderate meff and high b-jet multiplicity, thus favouring signal region 3JC.
Neutralinomasses below 200-250 GeV are excluded for gluinomasses in the range 200-660 GeV,
if %M(g̃� !̃01 ) >100 GeV.
The results can be generalised in terms of 95% C.L. upper cross section limits for gluino-

like pair production processes with produced particles decaying into bb̄!̃01 final states. The
cross section upper limits versus the gluino and neutralino mass are also given in Figure 5.
The results are finally employed to extract limits on the gluino mass in the two SO(10)

scenarios, DR3 and HS. Gluino masses below 570 GeV are excluded for the DR3 model. In this
case g̃! bb̄!̃01 decays dominate up to gluino masses of 550 GeV: above this range, high BR for
different decay modes decrease the sensitivity of the selected final states. A lower sensitivity,
mg̃ < 450GeV, is found for theHSmodel, where larger branching ratios of g̃! bb̄!̃02 are expected
and the efficiency of the selection is reduced with respect to the DR3 case (m

!̃02
⇡ 2⇥m

!̃01
).

7 Conclusions

An update on the search for supersymmetry in final states with missing transverse momen-
tum, b-jet candidates and no isolated leptons in proton-proton collisions at 7 TeV is presented.
The results are based on data corresponding to an integrated luminosity of 0.83 fb�1 collected

9

PGS

ATOM

FIG. 20: Validation of exclusion limit plots for ATOM and PGS. The left plot shows the CMSSM

limit for the Same-Sign dilepton search by CMS, and superimposed the PGS (green) and ATOM

(brown) curves. The dashed curve represent the PGS prediction before correcting for the di↵erence

in lepton identification e�ciencies between the code (90%) and the CMS analysis (roughly 70%),

while the solid line correspond to the final result. The right plot shows instead the exclusion limit for

the gluino-sbottom-neutralino simplified model presented in the b-jets+0`+ /ET ATLAS analyses.

PGS (ATOM) curves are shown in green (brown), where the dashed line is the limit before the

factor of 2 correction on the event yield due to the systematic uncertainties on the signal, and the

solid line is the final result.

yields may vary by a factor of two. Therefore we decided to apply this correction factor

everywhere in our study. Fig. A shows the e↵ects of this rescaling.

Appendix B: Brief description of “ATOM”

ATOM (“Automatic Test Of Models”) is the tentative name of a tool currently developed

by some of the authors and it is intended to be released in the future for the free use to the

community. The purpose of such tool is to provide, by running locally on the user’s com-
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“NO WAY!!!!!!”

What Can The Experiments do?
Rather than waiting for 1000 theorists in the world to 
develop 1000 simulations of the detector, ATLAS and CMS 
could try to provide one that could be used by everybody

The experiments could guide the theorists in their exercise 
with some outreach study. Detector resolution and efficiency 
is not the end of the story. Particularly difficult is to emulate 
an isolation. In this case one needs extra information

Things like pileup are not easy to get 
in a simplified detector simulation
These things affect the performances 
The effect is analysis-dependent
More information has to be provided
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Interpretation Outreach

V. Krutelyov            Same-sign dileptons and multileptonsSEARCH Workshop 03/18/12

• The interpretation on last page is quite specific and implies someone had 
to use the full detector simulation/response in analysis

• We provide information (efficiency/response curves) for each given 
selection as a function of generator level (hard scattering) kinematics

• Can be used to emulate selection efficiency for any model

24
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16 10 Summary

9 Additional Information for Model Testing

Other models of new physics in the dilepton final state can be confronted in an approximate
way by simple generator-level studies that compare the expected number of events in 0.98 fb�1

with the upper limits from Section 8. The key ingredients of such studies are the kinematic
requirements described in this note, the lepton efficiencies, and the detector responses for HT
and Emiss

T . The trigger efficiencies for events containing ee, eµ or µµ lepton pairs are 100%, 95%,
and 90%, respectively. The muon identification efficiency is ⇡ 96%; the electron identification
efficiency varies approximately linearly from ⇡ 60% at pT = 10 GeV/c to 90% for pT > 30 GeV/c.
The lepton isolation efficiency depends on the lepton momentum, as well as on the jet activity
in the event. In tt̄ events, it varies approximately linearly from ⇡ 73% (muons) and ⇡ 82%
(electrons) at pT = 10 GeV/c to ⇡ 97% for pT > 60 GeV/c. In LM1 (LM3) events, this efficiency is
decreased by ⇡5–10% (⇡10%,⇡5%)over the whole momentum spectrum. The average detector
responses (the reconstructed quantity divided by the generated quantity) for HT and Emiss

T are
consistent with 1 within the 7.5% jet energy scale uncertainty. The experimental resolutions on
these quantities are 9% and 12%, respectively.

10 Summary

We have presented a search for BSM physics in the opposite-sign dilepton final state using a
data sample of proton-proton collisions at 7 TeV centre-of-mass energy corresponding to an
integrated luminosity of 0.98 fb�1, recorded by the CMS detector in 2011. Two complementary
search strategies were performed. The first focused on models with a specific dilepton produc-
tion mechanism leading to a characteristic kinematic edge in the dilepton mass distribution,
and the second focused on dilepton events accompanied by large missing transverse energy
and significant hadronic activity, motivated by many models of BSM physics, such as super-
symmetric models. In the absence of evidence for BSM physics, we have set upper limits on
the non-SM contributions to yields in the signal regions. Additional information was provided
to allow testing whether specific models of new physics are excluded by these results.
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CMS SUS-11-011

With a few lines of text and some plot, experimentalists can 
guide the theorists to understand the analysis

https://twiki.cern.ch/twiki/bin/view/
CMSPublic/RazorLikelihoodHowTo

Code is sometimes 
published to help theorists to 

implement the kinematic 
variables used in the analysis

13

CMS SUS-12-005

Friday, May 4, 12

https://twiki.cern.ch/twiki/bin/view/CMSPublic/RazorLikelihoodHowTo
https://twiki.cern.ch/twiki/bin/view/CMSPublic/RazorLikelihoodHowTo
https://twiki.cern.ch/twiki/bin/view/CMSPublic/RazorLikelihoodHowTo
https://twiki.cern.ch/twiki/bin/view/CMSPublic/RazorLikelihoodHowTo


Is This Always Needed? 
• Sometimes we make a big deal about detector effects 

when they are not so important to describe the signal

• We should focus on detector effects when they are 
needed (e.g. lepton efficiency) and understand that 
sometimes the resolution is an issue already at generator 
level (e.g. 2LSPs in the final state)
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Possible Complications
• THE SHAPE ANALYSIS: Analyses are getting more and 

more complicated, because we want them to be more and 
more sensitive to a signal. The complication is the price to 
pay. The efficiency of an analysis is the end of the story if 
the analysis is a counting experiment. What about a shape 
analysis?

• NOT-STANDARD OBJECTS: Signatures may be weird (slow 
particles being detected out of time, non-pointing decays in 
the middle of the tracker giving noise-looking events, etc)

• MISSING INFORMATION: The needed information is not 
provided, and the interpretation of the result (e.g. The 
CMSSM plot) is given as the result

The better you can do is to propose the signature, weird 
signatures are problematic even with our fast simulation

Papers should be rejected by the journals: the main 
information (the experimental result) is missing!!!!15
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The shape Analysis
Even in the easiest case (Higgs search) when signal is specified and a list of (s,n,b) 

values could be provided, experiments failed to provide the needed information
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Figure 2: Contours of constant probability for �� in the plane (a, c) obtained by injecting the

SM signal (a = 1, c = 1). Left plot: 68% contours for the jj, 1l and inclusive categories. Right

plot: 68%, 90%, 95% contours in the exclusive analysis with 8+2 categories and 95% contour in

the inclusive analysis with 4 categories. Both plots are for
p
s = 7TeV with L = 20 fb�1 and

m
h

= 120GeV.

to good accuracy the shape of the di↵erent regions of Fig. 2. In particular, the non-negligible

contribution of VBF and VH events in the inclusive categories with high p

T

(��) (see Table 1)

removes the long tail at large a and small c of the area which would be selected by the

remaining four inclusive classes with low p

T

(��). 5 The resulting 68% region selected by the

combination of all inclusive categories is that shown in red in the left plot of Fig. 2, which

stretches along the line (4.5 a� c) = const. passing through the SM point. We have checked,

on the other hand, that the contamination of GGF events in the jj category modifies only

marginally the shape of the 68% probability region selected by this category.

For c ! 0 the exclusive jj and 1l categories favor values a < 1, which ensure a suppression

of the production cross section and compensate the strong increase in the branching ratio, as

required to reproduce µ
jj,1l ⇠ 1. On the contrary, the region c ⇠ 0 is disfavored for any value

of a by the inclusive categories, since their yield is strongly suppressed in the fermiophobic

5See for example the upper right plot in Fig. 2 of Ref. [14], where the contribution of VBF and VH events

to the inclusive categories was neglected.
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study of all the Higgs boson collider data obtained so far is necessary to test the SM and to
discriminate between di↵erent new physics scenarios in the Higgs sector.

In this work we study the collider data collected so far in Tevatron and the LHC in order
to derive Higgs boson properties. We improve on previous fits [10, 11, 12] by including the new
data presented in the Moriond 2012 conference, and by performing more general fits that cover
a wider spectrum of new physics models. To achieve this goal we allow all the Higgs boson
couplings to deviate independently from their SM values. We also allow for an additional Higgs
boson invisible width, possibly due to decays into the dark matter. Anomalous features are
dominated by the new results presented in Moriond 2012, disfavouring the SM compared to
the previous fits and motivating new physics scenarios. We discuss implications of our results
in the context of di↵erent models. More LHC data is needed to discriminate between those
scenarios.

The paper is organized as follows. In section 2 we describe the existing experimental results
and the statistical procedure we adopt. In section 3 we perform the fits to data. In section 4
we discuss implications of our results on di↵erent models. We conclude in section 5.

2 Data and statistical analysis

The experimental collaborations measure rates of Higgs boson signals R. Their results could
be fully encoded in a likelihood L(R,mh), but only a limited amount of information is reported
by the experiments. All collaborations report the upper bounds on rates at 95% C.L., R

observed

,
and the expected upper bound at 95% C.L. in absence of a Higgs boson signal, R

expected

, as
function of the Higgs boson mass mh. Given that information, our statistical analyses follows
the one outlined in Ref. [13]. Assuming that the �2 = �2 lnL has a Gaussian form in R,

�2 = (R� µ)2/�2, (3)

these two experimental informations allow one to extract the mean µ and the standard deviation
�,

µ = R
observed

�R
expected

, � =
R

expected

1.96
, (4)

where 1.96 arises because 95% confidence level corresponds to about 2 standard deviations. We
ignore subtleties with one-sided vs two-sided confidence levels [10]. The Gaussian approximation
by construction agrees with the full result at this value of R, but away from it the approximation
may be not accurate for channels that presently have a low number of events (such as h !
ZZ⇤ ! 4`). We are aware of this fact, but at the moment it is di�cult to do better using
the available data. We also neglect correlations of uncertainties among di↵erent measurements
(e.g. uncertainties on luminosity and on the SM prediction) and approximate the full �2 with

�2 =
X

i

(Ri � µi)2

�2

i

, (5)

where the sum runs over all measured Higgs boson rates i. In the present stage of experimental
accuracy such a simplified statistical framework captures the main features in data and allows
us to study general properties of the data, that is the purpose of this work.
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be fully encoded in a likelihood L(R,mh), but only a limited amount of information is reported
by the experiments. All collaborations report the upper bounds on rates at 95% C.L., R

observed

,
and the expected upper bound at 95% C.L. in absence of a Higgs boson signal, R

expected

, as
function of the Higgs boson mass mh. Given that information, our statistical analyses follows
the one outlined in Ref. [13]. Assuming that the �2 = �2 lnL has a Gaussian form in R,

�2 = (R� µ)2/�2, (3)

these two experimental informations allow one to extract the mean µ and the standard deviation
�,

µ = R
observed

�R
expected

, � =
R

expected

1.96
, (4)

where 1.96 arises because 95% confidence level corresponds to about 2 standard deviations. We
ignore subtleties with one-sided vs two-sided confidence levels [10]. The Gaussian approximation
by construction agrees with the full result at this value of R, but away from it the approximation
may be not accurate for channels that presently have a low number of events (such as h !
ZZ⇤ ! 4`). We are aware of this fact, but at the moment it is di�cult to do better using
the available data. We also neglect correlations of uncertainties among di↵erent measurements
(e.g. uncertainties on luminosity and on the SM prediction) and approximate the full �2 with

�2 =
X

i

(Ri � µi)2

�2

i

, (5)

where the sum runs over all measured Higgs boson rates i. In the present stage of experimental
accuracy such a simplified statistical framework captures the main features in data and allows
us to study general properties of the data, that is the purpose of this work.
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The shape Analysis
If instead we had quoted bin by bin the observed yield and the expected signal and 
background (with errors) people could have reconstructed the likelihood

Even for an unbinned fit, one can find a binning that approximate the likelihood 
(matching the bin size to a fraction of the resolution
Particularly for the Higgs, the information should be given by process (as in SUSY 
simplified model we quote the efficiency by process)
In SUSY, this might become impractical for signal (one efficiency SMS plot be bin 
might be too much information to digest) but it should be done for the background
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3 Recommendations

In the following we discuss our recommendations, which we present in four broad cat-
egories: analysis description, detector modeling, analysis dissemination and analysis
design. Moreover, we include some recommendations regarding the interpretation of the
results. Where appropriate, we split our recommendations into options:

(a) “crucial” recommendations, defined as actions that we believe should be undertaken
immediately, and

(b), (c) “desirable steps”, i.e. actions that would help, but whose implementation is
recognized as requiring major e↵orts and a longer timescale.

Recommendations without such sub-division are understood as “crucial”.

3.1 Analysis Description

As noted above, our guiding principle is that an interested non-collaboration colleague
should be provided with all of the necessary information that is needed to use published
results without having to consult collaboration insiders (although it may be wise to do so
anyway). We thus recommend that the experimental publications contain a description
of the analyses as clear and explicit as possible. Basic object definitions — for example,
what constitutes an isolated electron — should be specified, so that the analysis may
be reliably reproduced. Definitions of the important variables for the analysis should
be precisely stated, because di↵erent definitions or conventions may exist for selection
variables such as Emiss

T , me↵ , HT , MT2, ↵T .
It is crucial that the analysis description provides su�cient information to validate

an implementation of the analysis by users. In this regard, providing cutflows, i.e.,
the number of events obtained after each stage of the event selection for a given data or
Monte Carlo (MC) event set, would provide valuable assistance. Since non-collaboration
colleagues do not have access to the experimental data, nor the MC event set simulated
with an o�cial collaboration detector simulation, they do not have direct means to per-
form an exact, one-to-one synchronization and validation. It would help substantially
to adopt the common practice of providing cutflows for a set of MC events, as well as
experimental data, for a physics process that can be easily reproduced. Relevant infor-
mation defining these MC events, e.g. the underlying physics model and processes, and
the details of tools used in pre-detector event generation, including version information,
should be specified. We note that guidelines for using event generators already exist in
MCNET [27], see also [28], and we re-emphasize to adopt them.

Access to all this necessary information will be facilitated if it is tabulated, rather
then described in the text. If limits on publication length do not allow the inclusion of
all relevant information in the publication itself, the remaining details could be provided
as auxiliary information alongside the publication. It would further greatly help to
provide the relevant information in figures (coordinates of points in a graph, events in
a histogram, etc.) in a digital form that is easily readable, e.g., as lists of numbers, as
self-contained functions or as ROOT objects, etc. We thus summarize
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4 Executive Summary of Recommendations

We here summarize our recommendations. We remind the reader that whenever we
split into several steps, options (a) should be understood as “crucial” recommendations,
while (b), (c) are “desirable steps”. For completeness we also note that the ordering
of Recommendations 1–6 does not imply prioritizing.

1. (a) Provide a clear, explicit description of the analysis in publications. In partic-
ular, the most crucial information such as basic object definitions and event
selection should be clearly displayed in the publications, preferably in tabu-
lar form, and kinematic variables utilised should be unambiguously defined.
Further information necessary to reproduce the analysis should be provided,
as soon as it becomes available for release, on a suitable common platform.

(b) The community should identify, develop and adopt a common platform to
store analysis databases, collecting object definitions, cuts, and all other in-
formation, including well-encapsulated functions, necessary to reproduce or
use the results of the analyses, and as required by other recommendations.

2. (a) Provide histograms or functional forms of e�ciency maps wherever possible
in the auxiliary information, along with precise definitions of the e�ciencies,
and preferably provide them in standard electronic forms that can easily be
interfaced with simulation or analysis software.

(b) The community should take responsibility for providing, validating and main-
taing a simplified simulation code for public use, reproducing the basic re-
sponse of the LHC detectors. The validation and tuning of this tool should
be based on comparisons with actual performance plots, and/or other inputs,
made available by the experiments along the lines of Recommendation 2a.
Limits of validity should be investigated and clearly documented.

3. (a) Provide all crucial numbers regarding the results of the analysis, preferably
in tabulated form in the publication itself. Further relevant information, like
fit functions or distributions, should be provided as auxiliary material.
Addendum:
For multi-bin results, provide an ensemble of sets of the numbers B, �B,
L, �L, Q, k, etc in the auxiliary information. These would be created by
sampling from the various experiment-specific systematic e↵ects, such as the
jet energy scale, jet energy resolution, etc. Results should be quoted without
inclusion of systematic/theoretical uncertainties external to the experiment.

(b) When feasible, provide a mathematical description of the final likelihood func-
tion in which experimental data and parameters are clearly distinguished, ei-
ther in the publication or the auxiliary information. Limits of validity should
always be clearly specified.

(c) Additionally provide a digitized implementation of the likelihood that is con-
sistent with the mathematical description.
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should be specified. We note that guidelines for using event generators already exist in
MCNET [27], see also [28], and we re-emphasize to adopt them.

Access to all this necessary information will be facilitated if it is tabulated, rather
then described in the text. If limits on publication length do not allow the inclusion of
all relevant information in the publication itself, the remaining details could be provided
as auxiliary information alongside the publication. It would further greatly help to
provide the relevant information in figures (coordinates of points in a graph, events in
a histogram, etc.) in a digital form that is easily readable, e.g., as lists of numbers, as
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We here summarize our recommendations. We remind the reader that whenever we
split into several steps, options (a) should be understood as “crucial” recommendations,
while (b), (c) are “desirable steps”. For completeness we also note that the ordering
of Recommendations 1–6 does not imply prioritizing.

1. (a) Provide a clear, explicit description of the analysis in publications. In partic-
ular, the most crucial information such as basic object definitions and event
selection should be clearly displayed in the publications, preferably in tabu-
lar form, and kinematic variables utilised should be unambiguously defined.
Further information necessary to reproduce the analysis should be provided,
as soon as it becomes available for release, on a suitable common platform.

(b) The community should identify, develop and adopt a common platform to
store analysis databases, collecting object definitions, cuts, and all other in-
formation, including well-encapsulated functions, necessary to reproduce or
use the results of the analyses, and as required by other recommendations.

2. (a) Provide histograms or functional forms of e�ciency maps wherever possible
in the auxiliary information, along with precise definitions of the e�ciencies,
and preferably provide them in standard electronic forms that can easily be
interfaced with simulation or analysis software.

(b) The community should take responsibility for providing, validating and main-
taing a simplified simulation code for public use, reproducing the basic re-
sponse of the LHC detectors. The validation and tuning of this tool should
be based on comparisons with actual performance plots, and/or other inputs,
made available by the experiments along the lines of Recommendation 2a.
Limits of validity should be investigated and clearly documented.

3. (a) Provide all crucial numbers regarding the results of the analysis, preferably
in tabulated form in the publication itself. Further relevant information, like
fit functions or distributions, should be provided as auxiliary material.
Addendum:
For multi-bin results, provide an ensemble of sets of the numbers B, �B,
L, �L, Q, k, etc in the auxiliary information. These would be created by
sampling from the various experiment-specific systematic e↵ects, such as the
jet energy scale, jet energy resolution, etc. Results should be quoted without
inclusion of systematic/theoretical uncertainties external to the experiment.

(b) When feasible, provide a mathematical description of the final likelihood func-
tion in which experimental data and parameters are clearly distinguished, ei-
ther in the publication or the auxiliary information. Limits of validity should
always be clearly specified.

(c) Additionally provide a digitized implementation of the likelihood that is con-
sistent with the mathematical description.
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the number of events obtained after each stage of the event selection for a given data or
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colleagues do not have access to the experimental data, nor the MC event set simulated
with an o�cial collaboration detector simulation, they do not have direct means to per-
form an exact, one-to-one synchronization and validation. It would help substantially
to adopt the common practice of providing cutflows for a set of MC events, as well as
experimental data, for a physics process that can be easily reproduced. Relevant infor-
mation defining these MC events, e.g. the underlying physics model and processes, and
the details of tools used in pre-detector event generation, including version information,
should be specified. We note that guidelines for using event generators already exist in
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4. In the interpretation of experimental results, preferably provide the final likelihood

function (following Recommendations 3b/3c). When this is not possible or desir-
able, provide a grid of confidence levels over the parameter space. The expected
constraints should be given in addition to the observed ones, and whatever sensi-
tivity measure is applied must be precisely defined. Modeling of the acceptance
needs to be precisely described.

5. For Higgs searches, provide all relevant information on a channel-by-channel basis
for both production and decay processes.

6. When relevant, design analyses and signal regions that are based on disjoint sets
of events.

5 Conclusions

This document presents a set of recommendations for the presentation of LHC results
on searches for new physics, which are aimed at providing a more e�cient flow of sci-
entific information and at facilitating the interpretation of the results in wide classes
of models. It originated from discussions at the Les Houches “Physics at TeV Colliders
2011” workshop [38] and was thoroughly discussed and refined, with valuable input from
representatives of the ATLAS and CMS collaborations, in a dedicated miniworkshop or-
ganized by the LHC Physics Centre at CERN [39]. The target of these recommendations
are physicists both within and outside the LHC experiments, interested in the best ex-
ploitation of the BSM search analyses.

The added value for the experiments, and the whole HEP community, in extending
the scope of the information made available about the experimental results, is a faster
and more precise feedback on the implications of these results for a broad range of
theoretical scenarios. Correlations and consistency checks among the findings of di↵erent
experiments, at the LHC and elsewhere, will be facilitated, and will provide crucial input
in the choice of the best research directions in both the near and far future, at the LHC
and elsewhere. Improving the way the results of the LHC searches are documented and
stored furthermore provides a forum to explore alternative approaches to long-term data
archiving.

The tools needed to provide extended experimental information will require some
dedicated e↵orts in terms of resources and manpower, to be supported by both the
experimental and the theory communities. Practical solutions towards the development
of these tools and the implementation of the proposed recommendations will be addressed
in dedicated workshops and working groups.
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