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Details/Issues

Pros:Pros:
– Sites no longer need separate prod/analysis queues.

– Express all but site-site scheduling priorities via Condor.

– GLExec integrated at glidein wrapper level.

– Various Condor features (e.g. SSH to job). 

Cons:Cons:
– Complexity: overlay on overlay. (with Cloud, overlay3).

– Distinct user pilots. Pilot factory proxy management/tracking, 
MyProxy interaction.

– End-user stage-out (previously problematic). Europe does two-
stage stageout (user->scratchdisk->SE). 

– Learning curve: Experts must develop Condor/GlideinWMS 
expertise.  
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Pilot Factory Requirements

Sequence:Sequence:
– Observe Panda queues for new user jobs.

– Contact MyProxy, retrieve proxy. Presumably using VOMS 
nickname attribute.

– Create site:user factory queue.

– Submit site:user pilots to local pool.

– Maintain user proxy on distinct path for ongoing update (Condor 
will push to Wns.)

– Notice when user has no jobs, remove factory queue.
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Discuss...
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