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Outline

๏Introduction to Anomalous Triple Gauge 
Coupling (aTGC) Measurements at CMS

• Parameterizations used by CMS

• Measurement strategy used in 2010/2011 analyses

๏Results from CMS: WW, Wγ & Zγ

๏Case study using CLs for aTGC Limit Setting

• SM and non-SM settings
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Anomalous Triple Gauge Couplings

๏Probing of anomalous triple gauge boson couplings 
provide a stringent test of the standard 
model.

• This can be used as a robust, generalized search for new 
physics.

• Search for excess of s-channel diboson production

- Zγ, Wγ, WW, ZZ ...

• High center of mass energies enhance sensitivity to aTGCs
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Charged TGCs

๏ The most general charged TGC Lagrangian contains 14 
anomalous couplings

• Reduce this using physically motivated assumptions

• Charge, Parity, and Gauge invariance reduces this to 3 
independent couplings in the ‘HISZ’ parameterization:

• SM predicts Δκγ, Δg1Z, λ all to be zero

๏ Different diboson channels have access to different 
couplings:

• WW :  WWγ and WWZ vertices : Δκγ/Z, Δg1Z, λ

• WZ  :          WWZ vertex            : Δκγ/Z,Δg1Z, λ

• Wγ  :           WWγ vertex            : Δκγ, λ
4
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aTGC WWg

● Form-factor is 
usualy used

● The general lagrangian contains a lot of couplings

● The usual parametrisation requires C, P, EM gauge and 

SU(2)
L
ƒU(1)

Y 
 (HISZ paramertisation)

• SM gives explicit 
values of coupling 

parameters

g
1

V = k
V
 = 1; Other = 0

● The general lagrangian contains 14 couplings

● The usual parametrisation requires C, P, EM gauge      

            (HISZ parametrization)

●  SM gives explicit values of coupling parameters

● The form-factor is usally used to suppress unitarity violation

Dg
1

V =  g
1

V - 1

Dk
V
 =  k

V 
 - 1   
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aTGC WWg

● Form-factor is 
usualy used

● The general lagrangian contains a lot of couplings
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 (HISZ paramertisation)

• SM gives explicit 
values of coupling 

parameters

g
1

V = k
V
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● The general lagrangian contains 14 couplings

● The usual parametrisation requires C, P, EM gauge      

            (HISZ parametrization)

●  SM gives explicit values of coupling parameters

● The form-factor is usally used to suppress unitarity violation
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(Depends on choice 
of parameterization!)
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Neutral TGCs

๏In a similar way, one arrives at the neutral 
anomalous couplings for Zγ and ZZ

• Zγ:

• ZZ: 

๏These couplings probe on-shell final states 
coming from initial states that are completely 
absent in the SM

• This results in possibly large sensitivity to various 
types of new physics.
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Previous Limits
Anomalous triple gauge couplings (aTGC) that result in a ZZ final state are parameterized by 
four coupling values (separate from Z final states), the f4 and f5 values.

The previous limits on these values come from LEP2.  Although LEP2 has excellent 
electroweak sensitivity, the high pT production of ZZ final states severely constrained the ZZ 
phase space.  

Combined LEP limits
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CMS 2010 aTGC Fitting Strategy

6

L = G(fSyst.
Bkg. , 1, ⇥Syst.

Bkg.) · G(fL, 1, ⇥L) · G(fSyst.
Sig. , 1, ⇥Syst.

Sig. )
Y

i=1

Poisson(Ni, µi(�j))

Lognormal Description of Systematic Fluctuations Per-bin expectation PDF

• Follow Tevatron-style aTGC yield extrapolation grid model

- Use MxM course grid of aTGC values to predict yields at intermediate 
points using Fermi’s Golden Rule.

• For each bin in some diboson observable calculate the poisson 
probability of observing N events given expectation

- The expectation is aTGC model + background estimates

- Allow expectation to fluctuate within systematic errors

➡ Both signal and background have systematics

➡ This means we can account for incorrect measurement of background and theory 
errors when performing the fit of the aTGC values

- Re-minimize likelihood with respect to systematic fluctuations at each point 
in the aTGC parameter space evaluated to set limit (a.k.a. profile likelihood)

➡ Set limits which take into account possible fluctuations from systematics
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Differences With Respect to Tevatron Method

๏ Treatment of of TGC parameters

• Tevatron limits use ‘form factor’ to enforce unitarity

• CMS limits are LEP-style in the sense that there is no form factor applied

• Tevatron limits are set in a binned parameter space

• CMS limits set in unbinned parameter space

- Both parameter spaces are created from a coarse input grid

- Yield in each ET bin assumed to have quadratic dependence on anomalous couplings

๏ Determination of limits

• Tevatron analysis creates a likelihood that is binned in the anomalous 
couplings

- Systematic fluctuations are integrated out as opposed to using profile likelihood

• The binned likelihood is then fit with a parabola and limits extracted by taking 
contours on the parabola

- This assumes high statistics and cannot be trusted in our analysis

• CMS analysis determines limits using MINOS and makes no assumption on 
the shape of the likelihood

7
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Charged aTGC Results: Wγ 2010

๏Used profile likelihood 
based limits

• Best fit aTGC values 
consistent with SM

๏Set limits using γ pT 
shape

๏1D limits:

• -0.96 < Δκ < 0.91

• -0.16 < λ < 0.15

8
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Table 2: One dimensional 95% CL limits on WWg, ZZg, and Zgg aTGCs.
WWg ZZg Zgg

�1.11 < Dkg < 1.04 �0.05 < h3 < 0.06 �0.07 < h3 < 0.07
�0.18 < lg < 0.17 �0.0005 < h4 < 0.0005 �0.0005 < h4 < 0.0006
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Figure 6: Two-dimensional 95% CL limit contours (a) for the WWg vertex couplings lg and Dkg

(blue line), and (b) for the ZZg (red dashed line) and Zgg (blue solid line) vertex couplings h3
and h4 assuming no energy dependence on the couplings. One-dimensional 95% CL limits on
individual couplings are given as solid lines.

is used for the WWg coupling, and a grid of h3 and h4 values is used for the ZZg and Zgg
couplings.

Assuming Poisson statistics and log-normal distributions for the generated samples and back-
ground systematic uncertainties we calculate the likelihood of the observed photon ET spec-
trum in data given the sum of the background and aTGCs Eg

T predictions for each point in the
grid of aTGCs values. To extract the limits we parameterize the expected yields as a quadratic
function of the anomalous couplings. We then form the probability of observing the number of
events seen in data in a given bin of the photon transverse energy using a Poisson distribution
with the mean given by the expected signal plus a data driven background estimate and allow-
ing for variations within the systematic uncertainties. The confidence intervals are found using
MINUIT, profiling the likelihood with respect to all systematic variations [43]. The resultant
two-dimensional 95% confidence level (CL) limits are given in Fig. 6. To set one-dimensional
95% CL limits on a given anomalous coupling we set the other aTGCs to their respective SM
predictions. The results are summarized in Table 2.

All the non-SM terms in the effective Lagrangian are scaled with a/mn
V, where a is an aTGC,

mV is the mass of the gauge boson (W or Z boson for WWg and ZVg couplings, respectively),
and n is a power that is chosen to make the aTGC dimensionless. The values of n for Dkg,
lg, h3, and h4 are 0, 2, 2, and 4, respectively. An alternative way to scale those new physics
Lagrangian terms is with a/Ln

NP, where LNP is the characteristic energy scale of new physics.
We present upper limits on aTGCs for LNP values between 2 and 8 TeV in Fig. 7.
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Figure 2: Transverse energy distribution for the photon candidates for Wg production. Data
are shown with black circles with error bars; expected signal plus background is shown as
a black solid histogram; the contribution from misidentified jets is given as a hatched blue
histogram, and the background from g + jets, tt̄, and multiboson processes is given as a solid
green histogram. A typical aTGC signal is given as a red dot-and-line histogram. The last bin
includes overflows.

distribution for photon candidates in events passing the full Wg selection is given in Fig. 2.

The three tree-level Wg production processes interfere with each other, resulting in a radiation-
amplitude zero (RAZ) in the angular distribution of the photon [30–34]. The first evidence for
RAZ in Wg production was observed by the D0 collaboration [10] using the charge-signed
rapidity difference Q` ⇥ Dh between the photon candidate and the charged lepton candidate
from the W boson decay [35]. In the SM, the location of the dip minimum is located at Q` ⇥
Dh = 0 for pp collisions. Anomalous Wg production can result in a flat distribution of the
charge-signed rapidity difference.

In Fig. 3 we plot the charge-signed rapidity difference in background-subtracted data with
an additional requirement on the transverse mass of the photon, lepton, and Emiss

T to exceed 90
GeV, to reduce the contribution from FSR Wg production. The agreement between background-
subtracted data and MC prediction is reasonable, with a Kolmogorov-Smirnov test [36, 37]
result of 57%.

Events in the Zg sample are selected by requiring a pair of electrons or muons, each with
transverse momentum pT > 20 GeV, forming an invariant mass above 50 GeV. One of these
leptons must satisfy the trigger requirements. The events are further required to have a photon
candidate passing the selection criteria with transverse energy Eg

T above 10 GeV. The photon
must be separated from any of the two charged leptons by DR(`, g) > 0.7. After applying these
selection criteria we observe 81 events in the eeg final state and 90 events in the µµg final state.

EUROPEAN ORGANIZATION FOR NUCLEAR RESEARCH (CERN)

CERN-PH-EP/2011-045
2011/05/16

CMS-EWK-10-008

Measurement of Wg and Zg production in pp collisions atp
s = 7 TeV

The CMS Collaboration⇤

Abstract

A measurement of Wg and Zg production in proton-proton collisions at
p

s = 7 TeV,
based on a data sample recorded by the CMS experiment at the LHC, and corre-
sponding to an integrated luminosity of 36 pb�1, is presented. The electron and
muon decay channels of the W and Z are used. The total cross sections are mea-
sured for photon transverse energy Eg

T > 10 GeV and spatial separation from charged
leptons in the plane of pseudorapidity and azimuthal angle DR(`, g) > 0.7, and
with an additional dilepton invariant mass requirement of M`` > 50 GeV for the
Zg process. The following cross section times branching fraction values are found:
s(pp ! Wg + X)⇥ B(W ! `n) = 56.3 ± 5.0 (stat.) ± 5.0 (syst.) ± 2.3 (lumi.) pb and
s(pp ! Zg + X)⇥ B(Z ! ``) = 9.4 ± 1.0 (stat.) ± 0.6 (syst.) ± 0.4 (lumi.) pb. These
measurements are in agreement with standard model predictions. The first limits on
anomalous WWg, ZZg, and Zgg trilinear gauge couplings at

p
s = 7 TeV are set.

Submitted to Physics Letters B

⇤See Appendix A for the list of collaboration members
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Charged aTGC Results: WW 2010

๏Limits set using leading 
lepton pT shape as W 
boson pT isn’t directly 
available

๏1D Limits:

• -0.75 < Δκ < 0.72

• -0.23 < λ < 0.23

• -0.33 < Δg1Z < 0.40

9

7

considered mostly uncorrelated, since the correlated factors form a very small fraction of the
overall uncertainty. The W! `n cross section is taken from Ref. [26] to obtain the following
cross section ratio:

sWW

sW
= (4.46 ± 1.66 ± 0.64) · 10�4,

in agreement with the expected theoretical ratio (4.45 ± 0.30) · 10�4 [16, 40, 41].

4 Limits on WWg and WWZ Anomalous Triple Gauge Couplings
A measurement of triple gauge couplings is performed and limits on anomalous couplings
are set, using the effective Lagrangian approach with the HISZ parametrization [42] without
form factors. Three parameters, lZ, kg, and gZ

1 , are used to describe all operators which are
Lorentz and SU(2)L ⌦ U(1)Y invariant and conserve C and P separately. In the SM, lZ = 0
and kg = gZ

1 = 1. In this paper, Dkg and DgZ
1 are used to denote the deviation of the kg and gZ

1
parameters with respect from the SM values. Two different measurements of the anomalous
couplings are performed. Both use the leading lepton pT distribution. The first measurement
uses a binned fit, while the second uses an unbinned fit to data. The uncertainties on the
quoted luminosity, signal selection, and background fraction are assumed to be Gaussian, and
are reflected in the likelihood function used to determine the limits in the form of nuisance
parameters with Gaussian constraints.

Figure 2 shows the leading lepton pT distributions in data and the predictions for the SM
W+W� signal and background processes, and for a set of large anomalous couplings. Table 3
presents the 95% C.L. limits on one-dimensional fit results for anomalous TGC that correspond
to the change in the log-likelihood of 1.92. Both methods give similar results, consistent with
the SM. The limits are comparable to the current Tevatron results [14, 15]. In Fig. 3 the contour
plots of the 68% and 95% C.L. for the Dkg = 0 and DgZ

1 = 0 scenarios are displayed. The
contours correspond to the change in the log-likelihood of 1.15 and 2.99 respectively.
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Figure 2: Leading lepton pT distribution in data overlaid with predictions from the SM simula-
tion, background only simulation (Bkg in the figure) and the simulation with large anomalous
couplings (aTGC in the figure).

8 5 Search for Higgs Bosons in the W+W� Decay Mode

Table 3: 95% C.L. limits on one-dimensional fit results for anomalous TGC.

lZ DgZ
1 Dkg

Unbinned fit [�0.19, 0.19] [�0.29, 0.31] [�0.61, 0.65]
Binned fit [�0.23, 0.23] [�0.33, 0.40] [�0.75, 0.72]
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Figure 3: 68% (solid blue lines) and 95% C.L. (dotted blue lines) as well as the central value
(point) and one-dimensional 95% C.L. limits (red lines) using unbinned fits, for (a) Dkg = 0
and (b) DgZ

1 = 0.

5 Search for Higgs Bosons in the W+W� Decay Mode
The preselection for the Higgs boson search in the W+W� decay mode is identical to the
W+W� selection described in Section 3.1. To enhance the sensitivity to the Higgs boson signal,
two different analyses are performed. The first analysis is a cut-based approach where further
requirements on a few observables are applied, while the second analysis makes use of mul-
tivariate techniques. Both of them cover a large Higgs boson mass (mH) range, and each is
separately optimized for different mH hypotheses. The first method is the simplest approach to
be performed on the limited recorded data sample. The second one is more powerful, since it
exploits the information present in the correlation among the variables.

5.1 Search strategy

In the cut-based approach, the extra selections are based on the transverse momenta of the
harder (p`,max

T ) and the softer (p`,min
T ) leptons, the dilepton mass m``, and the azimuthal angle

difference Df`` between the two selected leptons. Among these variables, Df`` provides the
best discriminating power between the Higgs boson signal and the majority of the backgrounds
in the low mass range [43]. Leptons originating from H ! W+W� decays tend to have a
relatively small opening angle, while those from backgrounds are preferentially emitted back-
to-back. Figure 4 shows the Df`` distribution, after applying the W+W� selections, for a SM
Higgs boson signal with mH = 160 GeV/c2, and for backgrounds.

EUROPEAN ORGANIZATION FOR NUCLEAR RESEARCH (CERN)

CERN-PH-EP/2011-015
2011/03/02

CMS-EWK-10-009

Measurement of W+W� Production and Search for the
Higgs Boson in pp Collisions at

p
s = 7 TeV

The CMS Collaboration⇤

Abstract

A measurement of W+W� production in pp collisions at
p

s = 7 TeV and a search
for the Higgs boson are reported. The W+W� candidates are selected in events
with two leptons, either electrons or muons. The measurement is performed using
LHC data recorded with the CMS detector, corresponding to an integrated luminos-
ity of 36 pb�1. The pp ! W+W� cross section is measured to be 41.1 ± 15.3 (stat)±
5.8 (syst) ± 4.5 (lumi)pb, consistent with the standard model prediction. Limits on
WWg and WWZ anomalous triple gauge couplings are set. The search for the stan-
dard model Higgs boson in the W+W� decay mode does not reveal any evidence of
excess above backgrounds. Limits are set on the production of the Higgs boson in
the context of the standard model and in the presence of a sequential fourth family of
fermions with high masses. In the latter context, a Higgs boson with mass between
144 and 207 GeV/c2 is ruled out at 95% confidence level.

Submitted to Physics Letters B

Dedicated to the memory of Ulrich Baur

⇤See Appendix A for the list of collaboration members

ar
X

iv
:1

10
2.

54
29

v2
  [

he
p-

ex
]  

1 
M

ar
 2

01
1



Lindsey Gray, UW Madison

Neutral aTGC Results: Zγ 2010

๏ Set limits using γ pT shape

๏Cannot set limits on h1 or h2 
using pT based analysis

• pT shape doesn’t show CP 
violating effects

๏ 1D limits:

• ZZγ

- -0.05 < h3 < 0.06

- -0.0005 < h4 < 0.0005

• Zγγ

- -0.07 < h3 < 0.07

- -0.0005 < h4 < 0.0006

10
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Table 2: One dimensional 95% CL limits on WWg, ZZg, and Zgg aTGCs.
WWg ZZg Zgg

�1.11 < Dkg < 1.04 �0.05 < h3 < 0.06 �0.07 < h3 < 0.07
�0.18 < lg < 0.17 �0.0005 < h4 < 0.0005 �0.0005 < h4 < 0.0006
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Figure 6: Two-dimensional 95% CL limit contours (a) for the WWg vertex couplings lg and Dkg

(blue line), and (b) for the ZZg (red dashed line) and Zgg (blue solid line) vertex couplings h3
and h4 assuming no energy dependence on the couplings. One-dimensional 95% CL limits on
individual couplings are given as solid lines.

is used for the WWg coupling, and a grid of h3 and h4 values is used for the ZZg and Zgg
couplings.

Assuming Poisson statistics and log-normal distributions for the generated samples and back-
ground systematic uncertainties we calculate the likelihood of the observed photon ET spec-
trum in data given the sum of the background and aTGCs Eg

T predictions for each point in the
grid of aTGCs values. To extract the limits we parameterize the expected yields as a quadratic
function of the anomalous couplings. We then form the probability of observing the number of
events seen in data in a given bin of the photon transverse energy using a Poisson distribution
with the mean given by the expected signal plus a data driven background estimate and allow-
ing for variations within the systematic uncertainties. The confidence intervals are found using
MINUIT, profiling the likelihood with respect to all systematic variations [43]. The resultant
two-dimensional 95% confidence level (CL) limits are given in Fig. 6. To set one-dimensional
95% CL limits on a given anomalous coupling we set the other aTGCs to their respective SM
predictions. The results are summarized in Table 2.

All the non-SM terms in the effective Lagrangian are scaled with a/mn
V, where a is an aTGC,

mV is the mass of the gauge boson (W or Z boson for WWg and ZVg couplings, respectively),
and n is a power that is chosen to make the aTGC dimensionless. The values of n for Dkg,
lg, h3, and h4 are 0, 2, 2, and 4, respectively. An alternative way to scale those new physics
Lagrangian terms is with a/Ln

NP, where LNP is the characteristic energy scale of new physics.
We present upper limits on aTGCs for LNP values between 2 and 8 TeV in Fig. 7.

7

 [GeV]
γ

TE

20 40 60 80 100 120 140 160 180 200

E
v
en

ts
 /

 1
0
 G

eV

-210

-110

1

10

210 Data

γZ

Z+jets

 = 0.12
γ

3aTGC h

-1CMS, 36 pb
 = 7 TeVs

Figure 4: The transverse energy distribution of photon candidates in the Zg channel in data
is shown with black circles with error bars; the expected signal plus background is shown as
a solid black histogram, while the contribution from misidentified jets is given as a hatched
blue histogram. A typical aTGC signal is given as a red dot-and-line histogram. The last bin
includes overflows.

No events are observed with more than one photon candidate. The Z+jets background to these
final states is estimated to be 20.5 ± 1.7 (stat.) ± 1.9 (syst.) and 27.3 ± 2.2 (stat.) ± 2.3 (syst.),
respectively. Other backgrounds from multijet QCD, g + jets, tt̄, and other diboson processes
contribute less than one event in each of the two channels and are therefore neglected in this
analysis. The ET distribution of the photon candidates in the selected Zg candidate events is
shown in Fig. 4. The distribution of the ``g mass as a function of the dilepton mass is displayed
in Fig. 5. We observe a good agreement between data and the SM prediction.

The measurement of the cross sections is based on the formula

s =
Ndata � Nbkg

AeL , (1)

where Ndata is the number of observed events, Nbkg is the number of estimated background
events, A is the fiducial and kinematic acceptance of the selection criteria, e is the selection
efficiency for events within the acceptance, and L is the integrated luminosity. The acceptance
is determined relative to the phase space defined by the cuts Eg

T > 10 GeV and DR(`, g) > 0.7,
and in addition by M`` > 50 GeV for Zg. We determine the product A · e from MC simulations
and apply correction factors r to account for differences in efficiencies between data and simu-
lations. These correction factors come from efficiency ratios r = e/esim derived by measuring
e and esim in the same way on data and simulations, respectively, following the procedure used
in the inclusive W and Z measurement [23].

Systematic uncertainties are grouped into three categories. In the first group, we combine the

EUROPEAN ORGANIZATION FOR NUCLEAR RESEARCH (CERN)

CERN-PH-EP/2011-045
2011/05/16

CMS-EWK-10-008

Measurement of Wg and Zg production in pp collisions atp
s = 7 TeV

The CMS Collaboration⇤

Abstract

A measurement of Wg and Zg production in proton-proton collisions at
p

s = 7 TeV,
based on a data sample recorded by the CMS experiment at the LHC, and corre-
sponding to an integrated luminosity of 36 pb�1, is presented. The electron and
muon decay channels of the W and Z are used. The total cross sections are mea-
sured for photon transverse energy Eg

T > 10 GeV and spatial separation from charged
leptons in the plane of pseudorapidity and azimuthal angle DR(`, g) > 0.7, and
with an additional dilepton invariant mass requirement of M`` > 50 GeV for the
Zg process. The following cross section times branching fraction values are found:
s(pp ! Wg + X)⇥ B(W ! `n) = 56.3 ± 5.0 (stat.) ± 5.0 (syst.) ± 2.3 (lumi.) pb and
s(pp ! Zg + X)⇥ B(Z ! ``) = 9.4 ± 1.0 (stat.) ± 0.6 (syst.) ± 0.4 (lumi.) pb. These
measurements are in agreement with standard model predictions. The first limits on
anomalous WWg, ZZg, and Zgg trilinear gauge couplings at

p
s = 7 TeV are set.

Submitted to Physics Letters B

⇤See Appendix A for the list of collaboration members
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Lindsey Gray, UW Madison

2011 MC Case Study: Wγ Using CLs

๏ A CMS/ATLAS agreement for last year’s Higgs analyses enforced a new rule in the 
anticipation of combination of results:

• Analyses without precedent or good reason should adopt CLs limit setting methodology 

• CLs is known to always cover the null hypothesis

- This is possibly bad behavior in the case of aTGCs since small aTGCs are degenerate with the 
SM

- SM never gets excluded!

๏ How do CLs limits react in the case of a real aTGC signal?

• Expect observed limits to include SM and injected aTGC value

• By definition limits are more conservative

- aTGC information now exists in the comparison between expected and observed limits.

๏ As a demonstration of the point I have created two semi-realistic MC scenarios 
using the full CMS limit setting machinery and applying the CLs methodology to set 
the final limits.

• Masahiro Morii has already shown in private communication what we are about to see 
here

๏ All MC is scaled to 3/fb and backgrounds are taken from the full 2011 run period 
and scaled to 3/fb

• Systematics have been scrambled: these limits do not reflect the true sensitivity of CMS
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2011 MC Case Study: Wγ Using CLs
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๏ SM MC + Backgrounds

• No aTGC

• Use asymptotic CLs

๏Observed = Median Expected by 
definition

• I have not smeared the input 
data with a poisson

• We see exactly this

• Modulo assumed shapes of 
systematics affecting the toy 
dataset

๏ So, when there’s no or little 
signal, the limits make sense
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2011 MC Case Study: Wγ Using CLs
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๏ Inject large anomalous gauge 
coupling

• Δκ = 0.4, λ = 0.06

๏ See huge differences between 
observed and expected

• Limits forced to be conservative 
by CLs ratio

• Note: 1D limits do not become 
disjoint intervals

- Should happen due to degeneracy 
in pt shape on aTGC sign

๏ Is there a better choice than 
CLs for setting limits in the 
presence of signal?
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2011 MC Case Study: Wγ Using CLs

๏ Profile likelihood limits + TGC

• As CMS 2010 analysis

• Exactly the same data as previous 
slide

• Limit forms disjoint intervals in 2D 
parameter space

- Due to quadratic nature of 
coupling dependence

- Minuit only picks up one

๏ Profile likelihood limit easily 
transitions into ‘measurement’ 
regime

• However, as seen, comes with 
problems of its own
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Lindsey Gray, UW Madison

Conclusions

๏Presented CMS’s most current results on aTGCs

• All 2010 analyses

• The 2011 analyses are nearing completion

- Zγ, Wγ, WW,  WZ & ZZ

๏A short case study using CLs was presented

• CLs is fine to use when there is little or no signal

• In the presence of a real signal CLs produces hyper-
conservative limits that never exclude the standard 
model, but which disagree wildly with expected limits

• Obviously we cannot be ‘fair weather’ limit setters

- We must choose a methodology that sets accurate limits 
with presence or lack of signal
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TGC Generator Wishlist

๏POWHEG ZZ with aTGCs

• WW and WZ exist already

๏NLO(αs) Vγ unweighted event generation with 
TGCs

๏Offshell anomalous triple gauge couplings

• a’la a subset of the LEP results

๏Quartic Coupling Generators @ NLO
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