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Outline:

Powheg-Box W / Z + Pythia 8 pT spectrum

Contributions to the pT spectrum

Changing the shower

Monday, 21 May 12



Used Powheg-Box v1.0 event files from early summer 2011

Differences in this v.quick study w.r.t ATLAS analysis:

Used CTEQ6m in Powheg at variance with ATLAS paper

To ease comparison to data used C++ shower MC ...

Generated the W+ & W- LH files separately - combined using my own 
program for that

[ Alioli, Nason, Oleari, Re  -  JHEP 0807 (2008) 060 ]

Monday, 21 May 12



W→�ν pT

Powheg-Box W / Z programs + Pythia 8

In Fig. 7, the combined result ð1=!fidÞðd!fid=dp
W
T Þ is

compared to a selection of predictions from both pQCD
and event generators. The DYNNLO predictions are from
version 1.1 of the program [9,10]. The prediction from the
MCFM program is produced as a calculation of d!fid=dp

W
T

for W þ 1 parton events and uses MCFM version 5.8 [11].
The leading-order calculation forW þ 1 parton production
is Oð"sÞ and the NLO calculation is Oð"2

sÞ, so the pre-
dictions are comparable to other Oð"sÞ and Oð"2

sÞ predic-
tions of pW

T for pW
T > 5 GeV, the minimum jet pT

threshold in the calculation. Both of the pQCD calculations
are normalized by dividing the prediction in each bin by
the inclusive cross section prediction calculated in the
same configuration as the differential cross section, and
both have the renormalization and factorization scales set

to mW . The Oð"sÞ predictions use the MSTW2008 NLO
PDF sets, and the Oð"2

sÞ predictions use the NNLO
MSTW2008 PDF set [46]. The uncertainty on the pQCD
predictions comes mostly from the renormalization and
factorization scale dependence, and studies indicate that
it is comparable in magnitude to the 10% and 8% observed
for pZ

T predictions at Oð"sÞ and Oð"2
sÞ in Ref. [2].

The DYNNLO and MCFM predictions do not include re-
summation effects and are not expected to predict the data
well at low pW

T because of the diverging prediction for
vanishing pW

T . Therefore, the lowest bin (pW
T < 8 GeV) is

omitted from Fig. 7. The two programs predict similar
distributions at the same order of "s. TheOð"sÞ prediction
from both calculations for the fraction of the distribution
above pW

T $ 23 GeV is about 30% too low on average,
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FIG. 7 (color online). Ratio of the combined measurement and various predictions to the RESBOS prediction for ð1=!fidÞðd!fid=dp
W
T ),

using (a) the Oð"sÞ and Oð"2
s Þ predictions from DYNNLO and MCFM, and using (b) the predictions from ALPGEN + HERWIG, MC@NLO,

POWHEG + PYTHIA, PYTHIA, and SHERPA. The statistical uncertainties on the generator distributions are negligible compared to the
uncertainty on the measurement and are not shown.

TABLE II. Measured pW
T using combined electron and muon data, with all uncertainties shown by source.

pW
T Bin ð1=!fidÞðd!fid=dp

W
T Þ Response matrix Backgrounds Efficiency Statistical Total

[GeV] (GeV%1) uncert. (%) uncert. (%) uncert. (%) uncert. (%) uncert. (%)

0–8 5:510& 10%2 1.91 0.26 0.76 0.22 2.48
8–23 2:512& 10%2 1.69 0.28 0.87 0.24 2.42
23–38 6:766& 10%3 3.20 0.57 1.28 0.57 4.31
38–55 2:523& 10%3 2.34 0.65 1.44 0.84 3.78
55–75 1:025& 10%3 1.78 0.74 1.74 1.19 4.09
75–95 4:263& 10%4 1.61 1.15 2.13 1.91 4.94
95–120 1:896& 10%4 1.98 1.94 2.67 2.68 5.99
120–145 7:985& 10%5 2.84 3.30 3.16 4.78 7.91
145–175 3:710& 10%5 1.98 2.66 3.66 5.72 9.31
175–210 1:692& 10%5 2.00 3.72 3.84 7.75 10.56
210–300 4:803& 10%6 2.69 7.81 4.26 9.28 14.40
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In Fig. 7, the combined result ð1=!fidÞðd!fid=dp
W
T Þ is

compared to a selection of predictions from both pQCD
and event generators. The DYNNLO predictions are from
version 1.1 of the program [9,10]. The prediction from the
MCFM program is produced as a calculation of d!fid=dp

W
T

for W þ 1 parton events and uses MCFM version 5.8 [11].
The leading-order calculation forW þ 1 parton production
is Oð"sÞ and the NLO calculation is Oð"2

sÞ, so the pre-
dictions are comparable to other Oð"sÞ and Oð"2

sÞ predic-
tions of pW

T for pW
T > 5 GeV, the minimum jet pT

threshold in the calculation. Both of the pQCD calculations
are normalized by dividing the prediction in each bin by
the inclusive cross section prediction calculated in the
same configuration as the differential cross section, and
both have the renormalization and factorization scales set

to mW . The Oð"sÞ predictions use the MSTW2008 NLO
PDF sets, and the Oð"2

sÞ predictions use the NNLO
MSTW2008 PDF set [46]. The uncertainty on the pQCD
predictions comes mostly from the renormalization and
factorization scale dependence, and studies indicate that
it is comparable in magnitude to the 10% and 8% observed
for pZ

T predictions at Oð"sÞ and Oð"2
sÞ in Ref. [2].

The DYNNLO and MCFM predictions do not include re-
summation effects and are not expected to predict the data
well at low pW

T because of the diverging prediction for
vanishing pW

T . Therefore, the lowest bin (pW
T < 8 GeV) is

omitted from Fig. 7. The two programs predict similar
distributions at the same order of "s. TheOð"sÞ prediction
from both calculations for the fraction of the distribution
above pW

T $ 23 GeV is about 30% too low on average,
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FIG. 7 (color online). Ratio of the combined measurement and various predictions to the RESBOS prediction for ð1=!fidÞðd!fid=dp
W
T ),

using (a) the Oð"sÞ and Oð"2
s Þ predictions from DYNNLO and MCFM, and using (b) the predictions from ALPGEN + HERWIG, MC@NLO,

POWHEG + PYTHIA, PYTHIA, and SHERPA. The statistical uncertainties on the generator distributions are negligible compared to the
uncertainty on the measurement and are not shown.

TABLE II. Measured pW
T using combined electron and muon data, with all uncertainties shown by source.

pW
T Bin ð1=!fidÞðd!fid=dp

W
T Þ Response matrix Backgrounds Efficiency Statistical Total

[GeV] (GeV%1) uncert. (%) uncert. (%) uncert. (%) uncert. (%) uncert. (%)

0–8 5:510& 10%2 1.91 0.26 0.76 0.22 2.48
8–23 2:512& 10%2 1.69 0.28 0.87 0.24 2.42
23–38 6:766& 10%3 3.20 0.57 1.28 0.57 4.31
38–55 2:523& 10%3 2.34 0.65 1.44 0.84 3.78
55–75 1:025& 10%3 1.78 0.74 1.74 1.19 4.09
75–95 4:263& 10%4 1.61 1.15 2.13 1.91 4.94
95–120 1:896& 10%4 1.98 1.94 2.67 2.68 5.99
120–145 7:985& 10%5 2.84 3.30 3.16 4.78 7.91
145–175 3:710& 10%5 1.98 2.66 3.66 5.72 9.31
175–210 1:692& 10%5 2.00 3.72 3.84 7.75 10.56
210–300 4:803& 10%6 2.69 7.81 4.26 9.28 14.40
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Pow-Box+Py8

Powheg-Box + Pythia8, hadron level + U.E.
Powheg w. CTEQ6m, Pythia 8.150 w. def. tune [CTEQ6L1]
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Powheg-Box W / Z programs + Pythia 8

In Fig. 7, the combined result ð1=!fidÞðd!fid=dp
W
T Þ is

compared to a selection of predictions from both pQCD
and event generators. The DYNNLO predictions are from
version 1.1 of the program [9,10]. The prediction from the
MCFM program is produced as a calculation of d!fid=dp

W
T

for W þ 1 parton events and uses MCFM version 5.8 [11].
The leading-order calculation forW þ 1 parton production
is Oð"sÞ and the NLO calculation is Oð"2

sÞ, so the pre-
dictions are comparable to other Oð"sÞ and Oð"2

sÞ predic-
tions of pW

T for pW
T > 5 GeV, the minimum jet pT

threshold in the calculation. Both of the pQCD calculations
are normalized by dividing the prediction in each bin by
the inclusive cross section prediction calculated in the
same configuration as the differential cross section, and
both have the renormalization and factorization scales set

to mW . The Oð"sÞ predictions use the MSTW2008 NLO
PDF sets, and the Oð"2

sÞ predictions use the NNLO
MSTW2008 PDF set [46]. The uncertainty on the pQCD
predictions comes mostly from the renormalization and
factorization scale dependence, and studies indicate that
it is comparable in magnitude to the 10% and 8% observed
for pZ

T predictions at Oð"sÞ and Oð"2
sÞ in Ref. [2].

The DYNNLO and MCFM predictions do not include re-
summation effects and are not expected to predict the data
well at low pW

T because of the diverging prediction for
vanishing pW

T . Therefore, the lowest bin (pW
T < 8 GeV) is

omitted from Fig. 7. The two programs predict similar
distributions at the same order of "s. TheOð"sÞ prediction
from both calculations for the fraction of the distribution
above pW

T $ 23 GeV is about 30% too low on average,
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FIG. 7 (color online). Ratio of the combined measurement and various predictions to the RESBOS prediction for ð1=!fidÞðd!fid=dp
W
T ),

using (a) the Oð"sÞ and Oð"2
s Þ predictions from DYNNLO and MCFM, and using (b) the predictions from ALPGEN + HERWIG, MC@NLO,

POWHEG + PYTHIA, PYTHIA, and SHERPA. The statistical uncertainties on the generator distributions are negligible compared to the
uncertainty on the measurement and are not shown.

TABLE II. Measured pW
T using combined electron and muon data, with all uncertainties shown by source.

pW
T Bin ð1=!fidÞðd!fid=dp

W
T Þ Response matrix Backgrounds Efficiency Statistical Total

[GeV] (GeV%1) uncert. (%) uncert. (%) uncert. (%) uncert. (%) uncert. (%)

0–8 5:510& 10%2 1.91 0.26 0.76 0.22 2.48
8–23 2:512& 10%2 1.69 0.28 0.87 0.24 2.42
23–38 6:766& 10%3 3.20 0.57 1.28 0.57 4.31
38–55 2:523& 10%3 2.34 0.65 1.44 0.84 3.78
55–75 1:025& 10%3 1.78 0.74 1.74 1.19 4.09
75–95 4:263& 10%4 1.61 1.15 2.13 1.91 4.94
95–120 1:896& 10%4 1.98 1.94 2.67 2.68 5.99
120–145 7:985& 10%5 2.84 3.30 3.16 4.78 7.91
145–175 3:710& 10%5 1.98 2.66 3.66 5.72 9.31
175–210 1:692& 10%5 2.00 3.72 3.84 7.75 10.56
210–300 4:803& 10%6 2.69 7.81 4.26 9.28 14.40
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In Fig. 7, the combined result ð1=!fidÞðd!fid=dp
W
T Þ is

compared to a selection of predictions from both pQCD
and event generators. The DYNNLO predictions are from
version 1.1 of the program [9,10]. The prediction from the
MCFM program is produced as a calculation of d!fid=dp

W
T

for W þ 1 parton events and uses MCFM version 5.8 [11].
The leading-order calculation forW þ 1 parton production
is Oð"sÞ and the NLO calculation is Oð"2

sÞ, so the pre-
dictions are comparable to other Oð"sÞ and Oð"2

sÞ predic-
tions of pW

T for pW
T > 5 GeV, the minimum jet pT

threshold in the calculation. Both of the pQCD calculations
are normalized by dividing the prediction in each bin by
the inclusive cross section prediction calculated in the
same configuration as the differential cross section, and
both have the renormalization and factorization scales set

to mW . The Oð"sÞ predictions use the MSTW2008 NLO
PDF sets, and the Oð"2

sÞ predictions use the NNLO
MSTW2008 PDF set [46]. The uncertainty on the pQCD
predictions comes mostly from the renormalization and
factorization scale dependence, and studies indicate that
it is comparable in magnitude to the 10% and 8% observed
for pZ

T predictions at Oð"sÞ and Oð"2
sÞ in Ref. [2].

The DYNNLO and MCFM predictions do not include re-
summation effects and are not expected to predict the data
well at low pW

T because of the diverging prediction for
vanishing pW

T . Therefore, the lowest bin (pW
T < 8 GeV) is

omitted from Fig. 7. The two programs predict similar
distributions at the same order of "s. TheOð"sÞ prediction
from both calculations for the fraction of the distribution
above pW

T $ 23 GeV is about 30% too low on average,
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FIG. 7 (color online). Ratio of the combined measurement and various predictions to the RESBOS prediction for ð1=!fidÞðd!fid=dp
W
T ),

using (a) the Oð"sÞ and Oð"2
s Þ predictions from DYNNLO and MCFM, and using (b) the predictions from ALPGEN + HERWIG, MC@NLO,

POWHEG + PYTHIA, PYTHIA, and SHERPA. The statistical uncertainties on the generator distributions are negligible compared to the
uncertainty on the measurement and are not shown.

TABLE II. Measured pW
T using combined electron and muon data, with all uncertainties shown by source.

pW
T Bin ð1=!fidÞðd!fid=dp

W
T Þ Response matrix Backgrounds Efficiency Statistical Total

[GeV] (GeV%1) uncert. (%) uncert. (%) uncert. (%) uncert. (%) uncert. (%)

0–8 5:510& 10%2 1.91 0.26 0.76 0.22 2.48
8–23 2:512& 10%2 1.69 0.28 0.87 0.24 2.42
23–38 6:766& 10%3 3.20 0.57 1.28 0.57 4.31
38–55 2:523& 10%3 2.34 0.65 1.44 0.84 3.78
55–75 1:025& 10%3 1.78 0.74 1.74 1.19 4.09
75–95 4:263& 10%4 1.61 1.15 2.13 1.91 4.94
95–120 1:896& 10%4 1.98 1.94 2.67 2.68 5.99
120–145 7:985& 10%5 2.84 3.30 3.16 4.78 7.91
145–175 3:710& 10%5 1.98 2.66 3.66 5.72 9.31
175–210 1:692& 10%5 2.00 3.72 3.84 7.75 10.56
210–300 4:803& 10%6 2.69 7.81 4.26 9.28 14.40
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Powheg-Box W / Z programs + Pythia 8
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2. QCD predictions and previous measurements

Perturbative QCD (pQCD) calculations have been performed up
to O(α2

S ) in the strong coupling constant αS [4,5] and are expected
to be reliable at large p Z

T . In this kinematic regime, the cross sec-
tion is dominated by the radiation of a single parton. Fully differ-
ential inclusive boson production cross sections can be obtained
at O(α2

S ) with Fewz [6,7] and Dynnlo [8]. While the integrated
O(α2

S ) cross section predictions are finite, the fixed order pQCD
prediction diverges at vanishing p Z

T . In this regime, the leading
contribution of multiple soft gluon emissions to the inclusive cross
section can be resummed to all orders [9–11] up to next-to-next-
to-leading logarithms (NNLL) [12] in αS. The Resbos generator [13]
matches the prediction of soft gluon resummation including a non-
perturbative form factor [14] at low p Z

T with the fixed order pQCD
calculation at O(αS) at high p Z

T , which is corrected to O(α2
S ) using

K -factors.
Similar to resummed calculations, parton showers provide

an all-order approximation of parton radiation in the soft and
collinear region. In order to describe the large p Z

T region, the
parton shower based leading-order event generators Pythia [15]
and Herwig [16] apply weights to the first or hardest branching,
respectively, to effectively merge the O(α0

S ) and O(αS) pQCD pre-
dictions. The next-to-leading order (NLO) Monte Carlo generators
Mc@nlo [17] and Powheg [18] incorporate NLO QCD matrix ele-
ments consistently into the parton shower frameworks of Herwig
or Pythia.

The Alpgen [19] and Sherpa [20] event generators implement
tree-level matrix elements for the generation of multiple hard
partons in association with the weak boson. The matrix-element
calculations for various parton multiplicities are matched with par-
ton showers (which in the case of Alpgen are provided by either
Pythia or Herwig) such that double counting is explicitly avoided
by means of weighting procedures [21] or veto algorithms [19].

As the predictions of these generators differ significantly and
show a considerable dependence on adjustable internal parame-
ters [22], a precise measurement of the boson transverse momen-
tum distribution is an important input to validate and tune these
models.

The Z/γ ∗ boson pT distribution has been measured in proton–
antiproton collisions at the Tevatron collider at centre of mass en-
ergies of

√
s = 1.8 TeV and 1.96 TeV [23–27]. For p Z

T ! 30 GeV,
these measurements found a good agreement with Resbos and
disfavoured models [28] suggesting a broadening of the p Z

T dis-
tribution for small x values [25,27], where x is the fraction of the
momentum of one of the two partons with respect to the pro-
ton momentum. At large p Z

T , the O(α2
S ) pQCD prediction was re-

ported to underestimate the measured cross section by up to about
25% [25,26].

3. The ATLAS detector

The ATLAS detector system [29] comprises an inner tracking de-
tector immersed in a 2 T axial magnetic field, a calorimeter, and
a large muon spectrometer with a superconducting toroid magnet
system. Charged particle tracks and vertices are reconstructed with
silicon pixel and strip detectors covering |η| < 2.5 and transition
radiation detectors covering |η| < 2.0. These tracking detectors are
surrounded by a finely segmented calorimeter system which pro-
vides three-dimensional reconstruction of particle showers up to
|η| < 4.9. The electromagnetic compartment uses liquid argon as
the active material and is divided into barrel (|η| < 1.5), end-cap
(1.4 < |η| < 3.2) and forward (3.1 < |η| < 4.9) components. The
hadron calorimeter is based on scintillating tiles in the central re-

gion (|η| < 1.7). It is extended up to 4.9 in pseudorapidity by end-
caps and forward calorimeters which use liquid argon. The muon
spectrometer is based on three large superconducting toroids ar-
ranged with an eight-fold azimuthal coil symmetry around the
calorimeters, covering a range of |η| < 2.7 and providing an inte-
gral magnetic field varying from about 1 to 8 T m. Three stations of
drift tubes and cathode strip chambers enable precise muon track
measurements, and resistive-plate and thin-gap chambers provide
muon triggering capability and additional measurements of the
ϕ coordinate.

The ATLAS detector has a three-level trigger system which re-
duces the event rate to approximately 200 Hz before data trans-
fer to mass storage. The triggers employed require the presence
of a single electron or muon candidate with pT > 15 GeV or
pT > 13 GeV, respectively. Lower thresholds were used for the
early data. The trigger efficiencies are defined for Z/γ ∗ → e+e−

and Z/γ ∗ → µ+µ− events as the fraction of triggered electrons
or muons with respect to the reconstructed lepton and are stud-
ied as a function of their pT and η. For muons, the efficiencies
are also obtained separately in ϕ regions which match the geom-
etry of the trigger chambers. The efficiency for single leptons is
derived from data using Z/γ ∗ → %+%− candidate events or using
independent triggers by matching reconstructed lepton candidates
to trigger signals in the calorimeter (muon spectrometer) in case of
the ee (µµ) decay channel. For p%

T > 20 GeV, the efficiency is 99%
for electrons and 77% (93%) for muons in the barrel (end-cap). For
signatures with two high-ET electrons, the trigger is fully efficient.
The trigger efficiency for Z/γ ∗ → µ+µ− events is determined to
be on average 97.7% and to be constant as a function of p Z

T within
an uncertainty of 0.1–0.7% depending on p Z

T .

4. Event simulation

The properties, including signal efficiencies and acceptances,
of Z/γ ∗ → e+e− , Z/γ ∗ → µ+µ− and background processes are
modelled with Pythia [15] using the MRST2007LO∗ [30] par-
ton distribution functions (PDF), Mc@nlo [17] and Powheg using
CTEQ6.6 [31] PDFs. Mc@nlo uses Herwig for the parton shower
and Jimmy [32] for the underlying event. Powheg is interfaced
to Pythia for the underlying event and the parton shower. The
event generators are interfaced to Photos [33] to simulate QED
FSR. Version 6.4 of Pythia is used with the pT-ordered parton
shower and with parameters describing the properties of the un-
derlying event which were tuned to Tevatron measurements [34].
For systematic studies and comparisons, a Mc@nlo based signal
sample is used with underlying event parameters (Jimmy) tuned
to Tevatron and 7 TeV ATLAS pp collision data [35]. The response
of the ATLAS detector to the generated particles is modelled us-
ing Geant4 [36], and the fully simulated events [37] are passed
through the same reconstruction chain as the data. The Monte
Carlo simulation (MC) is corrected for differences with respect to
the data in the lepton reconstruction and identification efficien-
cies as well as in energy (momentum) scale and resolution. The
efficiencies are determined from a tag-and-probe method based
on reconstructed Z and W events [38,39], while the resolution
and scale corrections are obtained from a fit to the observed
Z boson line shape. The lepton identification efficiencies can de-
pend on the hadronic activity, which is correlated with the Z/γ ∗

transverse momentum. Therefore, using the tag-and-probe method,
it is verified that the p Z

T dependence of the single lepton ef-
ficiency is correctly modelled after efficiency corrections. Differ-
ences between data and simulation are mostly consistent with
statistical fluctuations and are considered as systematic uncertain-
ties due to the modelling of the efficiencies as described in Sec-
tion 7.

Powheg-Box + Pythia8, hadron level + U.E.
Powheg w. CTEQ6m, Pythia 8.150 w. def. tune [CTEQ6L1]
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Fig. 4. Ratios of the combined data and various predictions over the Resbos prediction for the normalized differential cross section as a function of p Z
T : (a) Fewz predictions

at O(αS) and O(α2
S ); (b) predictions from the generators Pythia, Mc@nlo, Powheg, Alpgen and Sherpa. The Fewz predictions are shown with combined scale, αS , and PDF

uncertainties. The data points are shown with combined statistical and systematic uncertainty. At low p Z
T the O(αS) and O(α2

S ) predictions of Fewz diverge and are omitted.

duced boson and give a good description of the entire measured
spectrum, up to large p Z

T , with χ2/d.o.f. of 31.9/19 and 16.8/19,
respectively. Here, the enhancement of the cross section com-
pared to the O(α2

S ) prediction can be attributed to processes with
large parton multiplicities [52], which correspond to tree-level di-
agrams of higher order in the strong coupling. Sherpa v1.2.3 and
Alpgen v2.13 are used, with the latter being interfaced to Her-
wig v6.510 [16] for parton shower and fragmentation into parti-
cles, and to Jimmy v4.31 [32] to model underlying event contribu-
tions. For Alpgen, the CTEQ6L1 [53] PDF set is employed and the
factorization scale is set to µ2

F = m2
## + ∑

p2
T, where the sum ex-

tends over all associated partons. The Sherpa prediction uses the
CTEQ6.6 PDF set and µ2

F = m2
## + (p Z

T )2.
The predictions of the parton shower event generators Pythia

and Mc@nlo are based on the simulated samples as described
above. Fig. 4b also shows the predictions of Powheg v1.0 [18]
interfaced to a Pythia version with an underlying event tune
to Tevatron and 7 TeV pp collision data [54]. Whereas Mc@nlo
(χ2/d.o.f. = 111.6/19) and Powheg (χ2/d.o.f. = 100.4/19) deviate
from the data at low and high p Z

T , Pythia describes the measure-
ment well over the entire range of boson transverse momentum
(χ2/d.o.f. = 17.9/19).

In summary, the Z/γ ∗ transverse momentum differential dis-
tribution has been measured up to p Z

T = 350 GeV for electron
and muon pairs with invariant masses 66 GeV < m## < 116 GeV
produced in pp collisions at

√
s = 7 TeV based on integrated lumi-

nosities of 35 pb−1 and 40 pb−1, respectively, recorded with the
ATLAS detector. Resbos describes the spectrum well for the en-
tire p Z

T range. At p Z
T > 18 GeV, the central Fewz O(α2

S ) prediction
underestimates the data by about 10%, which is comparable to the
size of the combined experimental and theoretical uncertainty. The
measurement is compared to predictions of various event genera-
tors and a good agreement with Sherpa, Alpgen, and Pythia is
found. Except for the lowest p Z

T values, the measurement is limited
by statistics rather than systematic uncertainties. The systematic
uncertainties are also mostly limited by the size of the data sample
and are expected to improve with increasing integrated luminosity.
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MPI effects

Inclusive w.r.t QCD radiation, MPI effect near negligible 
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Hadronization effects

Inclusive w.r.t QCD radiation, hadr. effect near negligible 
Showered vs. hadronised events

Goes for W pT, Z pT , electrons / muons, dressed / bare kin.
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Single vs. multiple parton emissions

Sizeable phase space for secondary radiations
Les Houches [single emission] vs. showered events

Same size correction in W pT in electron channel 
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Default shower vs. Power shower vs Wimpy shower

W pT left, Z pT left: Powheg-Box W/Z + Py8, parton level
Marginal softening: power → default → wimpy shower
Also for W→�ν & bare kinematics
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Powheg-Box + Pythia 8 & Herwig++, hadron level + U.E.
W→�ν pT

In Fig. 7, the combined result ð1=!fidÞðd!fid=dp
W
T Þ is

compared to a selection of predictions from both pQCD
and event generators. The DYNNLO predictions are from
version 1.1 of the program [9,10]. The prediction from the
MCFM program is produced as a calculation of d!fid=dp

W
T

for W þ 1 parton events and uses MCFM version 5.8 [11].
The leading-order calculation forW þ 1 parton production
is Oð"sÞ and the NLO calculation is Oð"2

sÞ, so the pre-
dictions are comparable to other Oð"sÞ and Oð"2

sÞ predic-
tions of pW

T for pW
T > 5 GeV, the minimum jet pT

threshold in the calculation. Both of the pQCD calculations
are normalized by dividing the prediction in each bin by
the inclusive cross section prediction calculated in the
same configuration as the differential cross section, and
both have the renormalization and factorization scales set

to mW . The Oð"sÞ predictions use the MSTW2008 NLO
PDF sets, and the Oð"2

sÞ predictions use the NNLO
MSTW2008 PDF set [46]. The uncertainty on the pQCD
predictions comes mostly from the renormalization and
factorization scale dependence, and studies indicate that
it is comparable in magnitude to the 10% and 8% observed
for pZ

T predictions at Oð"sÞ and Oð"2
sÞ in Ref. [2].

The DYNNLO and MCFM predictions do not include re-
summation effects and are not expected to predict the data
well at low pW

T because of the diverging prediction for
vanishing pW

T . Therefore, the lowest bin (pW
T < 8 GeV) is

omitted from Fig. 7. The two programs predict similar
distributions at the same order of "s. TheOð"sÞ prediction
from both calculations for the fraction of the distribution
above pW

T $ 23 GeV is about 30% too low on average,
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FIG. 7 (color online). Ratio of the combined measurement and various predictions to the RESBOS prediction for ð1=!fidÞðd!fid=dp
W
T ),

using (a) the Oð"sÞ and Oð"2
s Þ predictions from DYNNLO and MCFM, and using (b) the predictions from ALPGEN + HERWIG, MC@NLO,

POWHEG + PYTHIA, PYTHIA, and SHERPA. The statistical uncertainties on the generator distributions are negligible compared to the
uncertainty on the measurement and are not shown.

TABLE II. Measured pW
T using combined electron and muon data, with all uncertainties shown by source.

pW
T Bin ð1=!fidÞðd!fid=dp

W
T Þ Response matrix Backgrounds Efficiency Statistical Total

[GeV] (GeV%1) uncert. (%) uncert. (%) uncert. (%) uncert. (%) uncert. (%)

0–8 5:510& 10%2 1.91 0.26 0.76 0.22 2.48
8–23 2:512& 10%2 1.69 0.28 0.87 0.24 2.42
23–38 6:766& 10%3 3.20 0.57 1.28 0.57 4.31
38–55 2:523& 10%3 2.34 0.65 1.44 0.84 3.78
55–75 1:025& 10%3 1.78 0.74 1.74 1.19 4.09
75–95 4:263& 10%4 1.61 1.15 2.13 1.91 4.94
95–120 1:896& 10%4 1.98 1.94 2.67 2.68 5.99
120–145 7:985& 10%5 2.84 3.30 3.16 4.78 7.91
145–175 3:710& 10%5 1.98 2.66 3.66 5.72 9.31
175–210 1:692& 10%5 2.00 3.72 3.84 7.75 10.56
210–300 4:803& 10%6 2.69 7.81 4.26 9.28 14.40
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compared to a selection of predictions from both pQCD
and event generators. The DYNNLO predictions are from
version 1.1 of the program [9,10]. The prediction from the
MCFM program is produced as a calculation of d!fid=dp
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for W þ 1 parton events and uses MCFM version 5.8 [11].
The leading-order calculation forW þ 1 parton production
is Oð"sÞ and the NLO calculation is Oð"2

sÞ, so the pre-
dictions are comparable to other Oð"sÞ and Oð"2

sÞ predic-
tions of pW

T for pW
T > 5 GeV, the minimum jet pT

threshold in the calculation. Both of the pQCD calculations
are normalized by dividing the prediction in each bin by
the inclusive cross section prediction calculated in the
same configuration as the differential cross section, and
both have the renormalization and factorization scales set

to mW . The Oð"sÞ predictions use the MSTW2008 NLO
PDF sets, and the Oð"2

sÞ predictions use the NNLO
MSTW2008 PDF set [46]. The uncertainty on the pQCD
predictions comes mostly from the renormalization and
factorization scale dependence, and studies indicate that
it is comparable in magnitude to the 10% and 8% observed
for pZ

T predictions at Oð"sÞ and Oð"2
sÞ in Ref. [2].

The DYNNLO and MCFM predictions do not include re-
summation effects and are not expected to predict the data
well at low pW

T because of the diverging prediction for
vanishing pW

T . Therefore, the lowest bin (pW
T < 8 GeV) is

omitted from Fig. 7. The two programs predict similar
distributions at the same order of "s. TheOð"sÞ prediction
from both calculations for the fraction of the distribution
above pW

T $ 23 GeV is about 30% too low on average,
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T ),

using (a) the Oð"sÞ and Oð"2
s Þ predictions from DYNNLO and MCFM, and using (b) the predictions from ALPGEN + HERWIG, MC@NLO,

POWHEG + PYTHIA, PYTHIA, and SHERPA. The statistical uncertainties on the generator distributions are negligible compared to the
uncertainty on the measurement and are not shown.

TABLE II. Measured pW
T using combined electron and muon data, with all uncertainties shown by source.

pW
T Bin ð1=!fidÞðd!fid=dp

W
T Þ Response matrix Backgrounds Efficiency Statistical Total

[GeV] (GeV%1) uncert. (%) uncert. (%) uncert. (%) uncert. (%) uncert. (%)

0–8 5:510& 10%2 1.91 0.26 0.76 0.22 2.48
8–23 2:512& 10%2 1.69 0.28 0.87 0.24 2.42
23–38 6:766& 10%3 3.20 0.57 1.28 0.57 4.31
38–55 2:523& 10%3 2.34 0.65 1.44 0.84 3.78
55–75 1:025& 10%3 1.78 0.74 1.74 1.19 4.09
75–95 4:263& 10%4 1.61 1.15 2.13 1.91 4.94
95–120 1:896& 10%4 1.98 1.94 2.67 2.68 5.99
120–145 7:985& 10%5 2.84 3.30 3.16 4.78 7.91
145–175 3:710& 10%5 1.98 2.66 3.66 5.72 9.31
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Pow-Box+Py8
Pow-Box+HW++

Powheg w. CTEQ6m, Py8 as before, HW++ has MRSTLOMC
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In Fig. 7, the combined result ð1=!fidÞðd!fid=dp
W
T Þ is

compared to a selection of predictions from both pQCD
and event generators. The DYNNLO predictions are from
version 1.1 of the program [9,10]. The prediction from the
MCFM program is produced as a calculation of d!fid=dp

W
T

for W þ 1 parton events and uses MCFM version 5.8 [11].
The leading-order calculation forW þ 1 parton production
is Oð"sÞ and the NLO calculation is Oð"2

sÞ, so the pre-
dictions are comparable to other Oð"sÞ and Oð"2

sÞ predic-
tions of pW

T for pW
T > 5 GeV, the minimum jet pT

threshold in the calculation. Both of the pQCD calculations
are normalized by dividing the prediction in each bin by
the inclusive cross section prediction calculated in the
same configuration as the differential cross section, and
both have the renormalization and factorization scales set

to mW . The Oð"sÞ predictions use the MSTW2008 NLO
PDF sets, and the Oð"2

sÞ predictions use the NNLO
MSTW2008 PDF set [46]. The uncertainty on the pQCD
predictions comes mostly from the renormalization and
factorization scale dependence, and studies indicate that
it is comparable in magnitude to the 10% and 8% observed
for pZ

T predictions at Oð"sÞ and Oð"2
sÞ in Ref. [2].

The DYNNLO and MCFM predictions do not include re-
summation effects and are not expected to predict the data
well at low pW

T because of the diverging prediction for
vanishing pW

T . Therefore, the lowest bin (pW
T < 8 GeV) is

omitted from Fig. 7. The two programs predict similar
distributions at the same order of "s. TheOð"sÞ prediction
from both calculations for the fraction of the distribution
above pW

T $ 23 GeV is about 30% too low on average,
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FIG. 7 (color online). Ratio of the combined measurement and various predictions to the RESBOS prediction for ð1=!fidÞðd!fid=dp
W
T ),

using (a) the Oð"sÞ and Oð"2
s Þ predictions from DYNNLO and MCFM, and using (b) the predictions from ALPGEN + HERWIG, MC@NLO,

POWHEG + PYTHIA, PYTHIA, and SHERPA. The statistical uncertainties on the generator distributions are negligible compared to the
uncertainty on the measurement and are not shown.

TABLE II. Measured pW
T using combined electron and muon data, with all uncertainties shown by source.

pW
T Bin ð1=!fidÞðd!fid=dp

W
T Þ Response matrix Backgrounds Efficiency Statistical Total

[GeV] (GeV%1) uncert. (%) uncert. (%) uncert. (%) uncert. (%) uncert. (%)

0–8 5:510& 10%2 1.91 0.26 0.76 0.22 2.48
8–23 2:512& 10%2 1.69 0.28 0.87 0.24 2.42
23–38 6:766& 10%3 3.20 0.57 1.28 0.57 4.31
38–55 2:523& 10%3 2.34 0.65 1.44 0.84 3.78
55–75 1:025& 10%3 1.78 0.74 1.74 1.19 4.09
75–95 4:263& 10%4 1.61 1.15 2.13 1.91 4.94
95–120 1:896& 10%4 1.98 1.94 2.67 2.68 5.99
120–145 7:985& 10%5 2.84 3.30 3.16 4.78 7.91
145–175 3:710& 10%5 1.98 2.66 3.66 5.72 9.31
175–210 1:692& 10%5 2.00 3.72 3.84 7.75 10.56
210–300 4:803& 10%6 2.69 7.81 4.26 9.28 14.40
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Powheg-Box + Pythia 8 & Herwig++, hadron level + U.E.
Powheg w. CTEQ6m, Py8 as before, HW++ has MRSTLOMC

In Fig. 7, the combined result ð1=!fidÞðd!fid=dp
W
T Þ is

compared to a selection of predictions from both pQCD
and event generators. The DYNNLO predictions are from
version 1.1 of the program [9,10]. The prediction from the
MCFM program is produced as a calculation of d!fid=dp

W
T

for W þ 1 parton events and uses MCFM version 5.8 [11].
The leading-order calculation forW þ 1 parton production
is Oð"sÞ and the NLO calculation is Oð"2

sÞ, so the pre-
dictions are comparable to other Oð"sÞ and Oð"2

sÞ predic-
tions of pW

T for pW
T > 5 GeV, the minimum jet pT

threshold in the calculation. Both of the pQCD calculations
are normalized by dividing the prediction in each bin by
the inclusive cross section prediction calculated in the
same configuration as the differential cross section, and
both have the renormalization and factorization scales set

to mW . The Oð"sÞ predictions use the MSTW2008 NLO
PDF sets, and the Oð"2

sÞ predictions use the NNLO
MSTW2008 PDF set [46]. The uncertainty on the pQCD
predictions comes mostly from the renormalization and
factorization scale dependence, and studies indicate that
it is comparable in magnitude to the 10% and 8% observed
for pZ

T predictions at Oð"sÞ and Oð"2
sÞ in Ref. [2].

The DYNNLO and MCFM predictions do not include re-
summation effects and are not expected to predict the data
well at low pW

T because of the diverging prediction for
vanishing pW

T . Therefore, the lowest bin (pW
T < 8 GeV) is

omitted from Fig. 7. The two programs predict similar
distributions at the same order of "s. TheOð"sÞ prediction
from both calculations for the fraction of the distribution
above pW

T $ 23 GeV is about 30% too low on average,
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FIG. 7 (color online). Ratio of the combined measurement and various predictions to the RESBOS prediction for ð1=!fidÞðd!fid=dp
W
T ),

using (a) the Oð"sÞ and Oð"2
s Þ predictions from DYNNLO and MCFM, and using (b) the predictions from ALPGEN + HERWIG, MC@NLO,

POWHEG + PYTHIA, PYTHIA, and SHERPA. The statistical uncertainties on the generator distributions are negligible compared to the
uncertainty on the measurement and are not shown.

TABLE II. Measured pW
T using combined electron and muon data, with all uncertainties shown by source.

pW
T Bin ð1=!fidÞðd!fid=dp

W
T Þ Response matrix Backgrounds Efficiency Statistical Total

[GeV] (GeV%1) uncert. (%) uncert. (%) uncert. (%) uncert. (%) uncert. (%)

0–8 5:510& 10%2 1.91 0.26 0.76 0.22 2.48
8–23 2:512& 10%2 1.69 0.28 0.87 0.24 2.42
23–38 6:766& 10%3 3.20 0.57 1.28 0.57 4.31
38–55 2:523& 10%3 2.34 0.65 1.44 0.84 3.78
55–75 1:025& 10%3 1.78 0.74 1.74 1.19 4.09
75–95 4:263& 10%4 1.61 1.15 2.13 1.91 4.94
95–120 1:896& 10%4 1.98 1.94 2.67 2.68 5.99
120–145 7:985& 10%5 2.84 3.30 3.16 4.78 7.91
145–175 3:710& 10%5 1.98 2.66 3.66 5.72 9.31
175–210 1:692& 10%5 2.00 3.72 3.84 7.75 10.56
210–300 4:803& 10%6 2.69 7.81 4.26 9.28 14.40
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2. QCD predictions and previous measurements

Perturbative QCD (pQCD) calculations have been performed up
to O(α2

S ) in the strong coupling constant αS [4,5] and are expected
to be reliable at large p Z

T . In this kinematic regime, the cross sec-
tion is dominated by the radiation of a single parton. Fully differ-
ential inclusive boson production cross sections can be obtained
at O(α2

S ) with Fewz [6,7] and Dynnlo [8]. While the integrated
O(α2

S ) cross section predictions are finite, the fixed order pQCD
prediction diverges at vanishing p Z

T . In this regime, the leading
contribution of multiple soft gluon emissions to the inclusive cross
section can be resummed to all orders [9–11] up to next-to-next-
to-leading logarithms (NNLL) [12] in αS. The Resbos generator [13]
matches the prediction of soft gluon resummation including a non-
perturbative form factor [14] at low p Z

T with the fixed order pQCD
calculation at O(αS) at high p Z

T , which is corrected to O(α2
S ) using

K -factors.
Similar to resummed calculations, parton showers provide

an all-order approximation of parton radiation in the soft and
collinear region. In order to describe the large p Z

T region, the
parton shower based leading-order event generators Pythia [15]
and Herwig [16] apply weights to the first or hardest branching,
respectively, to effectively merge the O(α0

S ) and O(αS) pQCD pre-
dictions. The next-to-leading order (NLO) Monte Carlo generators
Mc@nlo [17] and Powheg [18] incorporate NLO QCD matrix ele-
ments consistently into the parton shower frameworks of Herwig
or Pythia.

The Alpgen [19] and Sherpa [20] event generators implement
tree-level matrix elements for the generation of multiple hard
partons in association with the weak boson. The matrix-element
calculations for various parton multiplicities are matched with par-
ton showers (which in the case of Alpgen are provided by either
Pythia or Herwig) such that double counting is explicitly avoided
by means of weighting procedures [21] or veto algorithms [19].

As the predictions of these generators differ significantly and
show a considerable dependence on adjustable internal parame-
ters [22], a precise measurement of the boson transverse momen-
tum distribution is an important input to validate and tune these
models.

The Z/γ ∗ boson pT distribution has been measured in proton–
antiproton collisions at the Tevatron collider at centre of mass en-
ergies of

√
s = 1.8 TeV and 1.96 TeV [23–27]. For p Z

T ! 30 GeV,
these measurements found a good agreement with Resbos and
disfavoured models [28] suggesting a broadening of the p Z

T dis-
tribution for small x values [25,27], where x is the fraction of the
momentum of one of the two partons with respect to the pro-
ton momentum. At large p Z

T , the O(α2
S ) pQCD prediction was re-

ported to underestimate the measured cross section by up to about
25% [25,26].

3. The ATLAS detector

The ATLAS detector system [29] comprises an inner tracking de-
tector immersed in a 2 T axial magnetic field, a calorimeter, and
a large muon spectrometer with a superconducting toroid magnet
system. Charged particle tracks and vertices are reconstructed with
silicon pixel and strip detectors covering |η| < 2.5 and transition
radiation detectors covering |η| < 2.0. These tracking detectors are
surrounded by a finely segmented calorimeter system which pro-
vides three-dimensional reconstruction of particle showers up to
|η| < 4.9. The electromagnetic compartment uses liquid argon as
the active material and is divided into barrel (|η| < 1.5), end-cap
(1.4 < |η| < 3.2) and forward (3.1 < |η| < 4.9) components. The
hadron calorimeter is based on scintillating tiles in the central re-

gion (|η| < 1.7). It is extended up to 4.9 in pseudorapidity by end-
caps and forward calorimeters which use liquid argon. The muon
spectrometer is based on three large superconducting toroids ar-
ranged with an eight-fold azimuthal coil symmetry around the
calorimeters, covering a range of |η| < 2.7 and providing an inte-
gral magnetic field varying from about 1 to 8 T m. Three stations of
drift tubes and cathode strip chambers enable precise muon track
measurements, and resistive-plate and thin-gap chambers provide
muon triggering capability and additional measurements of the
ϕ coordinate.

The ATLAS detector has a three-level trigger system which re-
duces the event rate to approximately 200 Hz before data trans-
fer to mass storage. The triggers employed require the presence
of a single electron or muon candidate with pT > 15 GeV or
pT > 13 GeV, respectively. Lower thresholds were used for the
early data. The trigger efficiencies are defined for Z/γ ∗ → e+e−

and Z/γ ∗ → µ+µ− events as the fraction of triggered electrons
or muons with respect to the reconstructed lepton and are stud-
ied as a function of their pT and η. For muons, the efficiencies
are also obtained separately in ϕ regions which match the geom-
etry of the trigger chambers. The efficiency for single leptons is
derived from data using Z/γ ∗ → %+%− candidate events or using
independent triggers by matching reconstructed lepton candidates
to trigger signals in the calorimeter (muon spectrometer) in case of
the ee (µµ) decay channel. For p%

T > 20 GeV, the efficiency is 99%
for electrons and 77% (93%) for muons in the barrel (end-cap). For
signatures with two high-ET electrons, the trigger is fully efficient.
The trigger efficiency for Z/γ ∗ → µ+µ− events is determined to
be on average 97.7% and to be constant as a function of p Z

T within
an uncertainty of 0.1–0.7% depending on p Z

T .

4. Event simulation

The properties, including signal efficiencies and acceptances,
of Z/γ ∗ → e+e− , Z/γ ∗ → µ+µ− and background processes are
modelled with Pythia [15] using the MRST2007LO∗ [30] par-
ton distribution functions (PDF), Mc@nlo [17] and Powheg using
CTEQ6.6 [31] PDFs. Mc@nlo uses Herwig for the parton shower
and Jimmy [32] for the underlying event. Powheg is interfaced
to Pythia for the underlying event and the parton shower. The
event generators are interfaced to Photos [33] to simulate QED
FSR. Version 6.4 of Pythia is used with the pT-ordered parton
shower and with parameters describing the properties of the un-
derlying event which were tuned to Tevatron measurements [34].
For systematic studies and comparisons, a Mc@nlo based signal
sample is used with underlying event parameters (Jimmy) tuned
to Tevatron and 7 TeV ATLAS pp collision data [35]. The response
of the ATLAS detector to the generated particles is modelled us-
ing Geant4 [36], and the fully simulated events [37] are passed
through the same reconstruction chain as the data. The Monte
Carlo simulation (MC) is corrected for differences with respect to
the data in the lepton reconstruction and identification efficien-
cies as well as in energy (momentum) scale and resolution. The
efficiencies are determined from a tag-and-probe method based
on reconstructed Z and W events [38,39], while the resolution
and scale corrections are obtained from a fit to the observed
Z boson line shape. The lepton identification efficiencies can de-
pend on the hadronic activity, which is correlated with the Z/γ ∗

transverse momentum. Therefore, using the tag-and-probe method,
it is verified that the p Z

T dependence of the single lepton ef-
ficiency is correctly modelled after efficiency corrections. Differ-
ences between data and simulation are mostly consistent with
statistical fluctuations and are considered as systematic uncertain-
ties due to the modelling of the efficiencies as described in Sec-
tion 7.

Z→�� pT

Powheg-Box + Pythia 8 & Herwig++, hadron level + U.E.
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Fig. 4. Ratios of the combined data and various predictions over the Resbos prediction for the normalized differential cross section as a function of p Z
T : (a) Fewz predictions

at O(αS) and O(α2
S ); (b) predictions from the generators Pythia, Mc@nlo, Powheg, Alpgen and Sherpa. The Fewz predictions are shown with combined scale, αS , and PDF

uncertainties. The data points are shown with combined statistical and systematic uncertainty. At low p Z
T the O(αS) and O(α2

S ) predictions of Fewz diverge and are omitted.

duced boson and give a good description of the entire measured
spectrum, up to large p Z

T , with χ2/d.o.f. of 31.9/19 and 16.8/19,
respectively. Here, the enhancement of the cross section com-
pared to the O(α2

S ) prediction can be attributed to processes with
large parton multiplicities [52], which correspond to tree-level di-
agrams of higher order in the strong coupling. Sherpa v1.2.3 and
Alpgen v2.13 are used, with the latter being interfaced to Her-
wig v6.510 [16] for parton shower and fragmentation into parti-
cles, and to Jimmy v4.31 [32] to model underlying event contribu-
tions. For Alpgen, the CTEQ6L1 [53] PDF set is employed and the
factorization scale is set to µ2

F = m2
## + ∑

p2
T, where the sum ex-

tends over all associated partons. The Sherpa prediction uses the
CTEQ6.6 PDF set and µ2

F = m2
## + (p Z

T )2.
The predictions of the parton shower event generators Pythia

and Mc@nlo are based on the simulated samples as described
above. Fig. 4b also shows the predictions of Powheg v1.0 [18]
interfaced to a Pythia version with an underlying event tune
to Tevatron and 7 TeV pp collision data [54]. Whereas Mc@nlo
(χ2/d.o.f. = 111.6/19) and Powheg (χ2/d.o.f. = 100.4/19) deviate
from the data at low and high p Z

T , Pythia describes the measure-
ment well over the entire range of boson transverse momentum
(χ2/d.o.f. = 17.9/19).

In summary, the Z/γ ∗ transverse momentum differential dis-
tribution has been measured up to p Z

T = 350 GeV for electron
and muon pairs with invariant masses 66 GeV < m## < 116 GeV
produced in pp collisions at

√
s = 7 TeV based on integrated lumi-

nosities of 35 pb−1 and 40 pb−1, respectively, recorded with the
ATLAS detector. Resbos describes the spectrum well for the en-
tire p Z

T range. At p Z
T > 18 GeV, the central Fewz O(α2

S ) prediction
underestimates the data by about 10%, which is comparable to the
size of the combined experimental and theoretical uncertainty. The
measurement is compared to predictions of various event genera-
tors and a good agreement with Sherpa, Alpgen, and Pythia is
found. Except for the lowest p Z

T values, the measurement is limited
by statistics rather than systematic uncertainties. The systematic
uncertainties are also mostly limited by the size of the data sample
and are expected to improve with increasing integrated luminosity.
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Powheg w. CTEQ6m, Py8 as before, HW++ has MRSTLOMC
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Truncated shower effects?
When POWHEG gives a real emission according to 
the NLO calculation it’s supposed to be the hardest.
So in general you just veto emissions from the 
shower with pT  > pT,POWHEG

W/Z
POWHEG real

emission

But if the shower is A.O. then the shower should also 
try to include ‘earlier’ soft wide angle emissions

pT vetoed shower

soft truncated shower

[Idea: Nason 2004, Implementation: KH, Richardson, Tully 2008]
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HW++ native Powheg w. & w.o. the truncated shower

Native HW++ Powheg simulation used here; parton level 
HW++ truncated shower off [red] vs on [blue]
Truncated shower effects negligible in V pT spectra
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Comparison to higher order NLL+NLO

Red is Powheg V + Herwig++ [ V = W / Z ]
Blue is merged Powheg V + Powheg VJ + Herwig++
NLO effect is small - roughly approximated in Powheg V

ATLAS data
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* N.B. CTEQ6m used also in HW++ shower in these two plots!
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Agreement with 2011 W & Z pT data looked OK 
Differences in this v.quick study w.r.t ATLAS analysis:

Used CTEQ6m in Powheg at variance with ATLAS paper

To ease comparison to data used C++ shower MC ...

Generated my W+ & W- LH files separately - combined using 
independent program

Non-perturbative corrections [hadronizatn & MPI] are 
negligible, in line with naive expectations

Correction due to multiple [parton shower] emissions 
beyond single [hard] Powheg emission is not small: 20% 
increase at high pT

Summary 1/2
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W / Z pT robust against changes in Py8 shower

Powheg-Box + Py8 and Powheg-Box + HW++ looked in 
pretty good agreement

Checks with fully fledged internal HW++ Powheg 
simulation show truncated shower effects are 
negligible for this observable [ + many more besides]

Powheg-V simulations agree well w. NLO+NLL pT from 
development version of enhanced Powheg-VJ  

Summary 2/2
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Muon charge asymmetry

ATLAS data
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W→�ν pT

Powheg-Box W / Z programs + Pythia 8

“Dressed” vs. “Bare” kinematics - hard to distinguish. 

[ Rivet analyses by E.Yatsenko & J.Katzy ]
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Powheg-Box W / Z programs + Pythia 8

“Dressed” vs. “Bare” kinematics 
W→�ν pT
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Powheg-Box W / Z programs + Pythia 8

“Dressed” vs. “Bare” kinematics 
Z→�� pT

ATLAS data
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Bozzi, Catani, de Florian, Ferrera, Grazzini [NPB 2009]

 NLO μR & μF  unc. at pT = 40 GeV is 20% and increasing ⬅ 

 NLL μR & μF  unc. at pT = 40 GeV is 20% and decreasing ⬅ 

Figure 10: Fractional difference of LO (dashed), NLO (solid) and NLL+LO (dot dashed) predic-
tions with respect to the NLO result at µF = µR = mZ (see Eq. (12)).

at central value of the scales (central dot-dashed line) and the corresponding scale uncertainty
(upper and lower dot-dashed lines). The NLO (solid lines) and LO (dashed lines) bands in Fig. 10
are exactly the same bands as those in Fig. 3. In the region where 10 GeV∼<qT ∼< 40 GeV,
the NLL+LO and NLO central values are quite close: their difference is, at most, of about
8%. Decreasing the value of qT , the scale uncertainty at NLL+LO decreases from about ±20%
(qT ∼ 40 GeV), to about ±15% (qT ∼ 20 GeV) and ±10% (qT ∼ 10 GeV). We also recall our
conclusions (see Sect. 3.1) about the uncertainty of the fixed-order perturbative expansion: the
perturbative uncertainty of the NLO predictions is at the level of about ±20% in the region where
20 GeV∼<qT ∼< 40 GeV (see the upper line of the LO band), and it does not decrease at smaller
values of qT . We conclude that, at intermediate values of qT , the NLL+LO and NLO results
are fully consistent and have a comparable perturbative uncertainty. The NLL+LO calculation
provides us with QCD predictions that can be extended to smaller values of qT (qT ∼< 20 GeV)
with a controllable and relatively-small perturbative uncertainty.

The bulk of the production cross section is contained in the small-qT region. Considering the
region above the peak of the qT distribution (2 GeV∼< qT ∼< 20 GeV), the scale uncertainty of the
NLL+LO calculation is below the level of about ±15% (Fig. 9). The size of the scale uncertainty
increases in the region below the peak. The effect of the scale variations is larger in the region
below the peak since the shape of the qT distribution is much steeper in this region (see Figs. 7
and 8). Note also that this region is expected to be most sensitive to NP effects. The sizeable
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some intermediate value of qT , before reaching the small-qT region where their different divergent
behaviour sets in. The numerical agreement of the LO and NLO results occurs in the region
where qT ∼ 2–3 GeV (Fig. 3). Since this region is so close to that where the convergence of
the fixed-order is definitely spoiled, it cannot be regarded as a region where the order-by-order
expansion is well-behaved. Therefore, the systematic decrease of the difference between the LO
and NLO cross sections when qT varies from about 20 GeV to 2–3 GeV is simply driven by the
sickness of the LO and NLO results at smaller qT . This decrease cannot be interpreted as an
increase of the theoretical accuracy of the NLO predictions. The behaviour of the LO and NLO
results below qT ∼ 20 GeV signals the necessity to include the effect of higher-order contributions
and, eventually, of resummed calculations.

Having estimated the perturbative uncertainty of the NLO predictions, we can add some
comments on the comparison with the experimental data (see Fig. 3). We consider the region where
qT ∼> 20 GeV, since at smaller values of qT the NLO calculation looses predictivity. Throughout
this region, the data agree with the NLO predictions. The experimental errors are typically larger
(smaller) than the NLO uncertainty when qT ∼> 70 GeV (20 GeV∼< qT ∼< 30 GeV). The experimental
errors and the corresponding NLO errors overlap, with the sole exception of a couple of D0 data
points. We note that part of the differences between data and theory have a systematic component
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 Accuracy not degraded by NLO→NLL+LO for pT < 40 GeV

 More recent 2011 NNLL+NLO computation confirms
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Bozzi, Catani, de Florian, Ferrera, Grazzini [NPB 2009]

Figure 2: The qT -spectrum of the Drell-Yan e+e− pairs produced in pp̄ collisions at the Tevatron
Run I. The data are from Refs. [49, 50]. Theoretical results are shown at LO (red dashed lines)
and NLO (blue solid lines) including scale variations.

consistently estimate this uncertainty. At large values of qT , the LO and NLO bands overlap.
In this region of transverse momenta, we can thus use the scale variation band as uncertainty
estimate: we obtain that the NLO predictions have a perturbative uncertainty of about ±8%. As
qT decreases below the value qT ∼ 70 GeV, the LO and NLO bands do not overlap (see Fig. 3),
and this signals that scale variations (up to NLO) tend to underestimate the effect of higher-order
contributions. To obtain a more reliable estimate of the uncertainty of the NLO central value,
we assign it a theoretical error as given by its difference with respect to its closest value in the
LO band (i.e., the value on the upper curve of the LO band in Fig. 3). Using this procedure,
we obtain a NLO uncertainty that increases as qT decreases, and that reaches the value of about
±20% at qT ∼ 20 GeV. In the region of smaller values of qT , the LO and NLO results show a
pathological behaviour. This behaviour, which is discussed below, prevents us from making a
sensible quantitative estimate of the theoretical uncertainty of the NLO predictions. We can only
draw a qualitative conclusions: the uncertainty of the NLO predictions systematically increases
as qT decreases.

We know that, in the small-qT region, the convergence of the fixed-order perturbative expansion
is spoiled by the presence of large logarithmic corrections. This behaviour is clearly seen in Fig. 3
by comparing the LO and NLO results at qT ∼ 1 GeV. We also recall that, as qT → 0, the LO
cross section diverges to +∞ whereas the NLO cross section diverges to −∞. Since the NLO
corrections increase the LO results at large qT , the LO and NLO cross sections have to coincide at
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Figure 3: Fractional difference of fixed-order predictions and Tevatron Run I data with respect to
the NLO result at µF = µR = mZ (see Eq. (12)).

some intermediate value of qT , before reaching the small-qT region where their different divergent
behaviour sets in. The numerical agreement of the LO and NLO results occurs in the region
where qT ∼ 2–3 GeV (Fig. 3). Since this region is so close to that where the convergence of
the fixed-order is definitely spoiled, it cannot be regarded as a region where the order-by-order
expansion is well-behaved. Therefore, the systematic decrease of the difference between the LO
and NLO cross sections when qT varies from about 20 GeV to 2–3 GeV is simply driven by the
sickness of the LO and NLO results at smaller qT . This decrease cannot be interpreted as an
increase of the theoretical accuracy of the NLO predictions. The behaviour of the LO and NLO
results below qT ∼ 20 GeV signals the necessity to include the effect of higher-order contributions
and, eventually, of resummed calculations.

Having estimated the perturbative uncertainty of the NLO predictions, we can add some
comments on the comparison with the experimental data (see Fig. 3). We consider the region where
qT ∼> 20 GeV, since at smaller values of qT the NLO calculation looses predictivity. Throughout
this region, the data agree with the NLO predictions. The experimental errors are typically larger
(smaller) than the NLO uncertainty when qT ∼> 70 GeV (20 GeV∼< qT ∼< 30 GeV). The experimental
errors and the corresponding NLO errors overlap, with the sole exception of a couple of D0 data
points. We note that part of the differences between data and theory have a systematic component
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 pT < 70 GeV: LO & NLO μR & μF  error bands don’t overlap
Figure 3: Fractional difference of fixed-order predictions and Tevatron Run I data with respect to
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NLL+LO calculation is below the level of about ±15% (Fig. 9). The size of the scale uncertainty
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below the peak since the shape of the qT distribution is much steeper in this region (see Figs. 7
and 8). Note also that this region is expected to be most sensitive to NP effects. The sizeable
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Figure 10: Fractional difference of LO (dashed), NLO (solid) and NLL+LO (dot dashed) predic-
tions with respect to the NLO result at µF = µR = mZ (see Eq. (12)).

at central value of the scales (central dot-dashed line) and the corresponding scale uncertainty
(upper and lower dot-dashed lines). The NLO (solid lines) and LO (dashed lines) bands in Fig. 10
are exactly the same bands as those in Fig. 3. In the region where 10 GeV∼<qT ∼< 40 GeV,
the NLL+LO and NLO central values are quite close: their difference is, at most, of about
8%. Decreasing the value of qT , the scale uncertainty at NLL+LO decreases from about ±20%
(qT ∼ 40 GeV), to about ±15% (qT ∼ 20 GeV) and ±10% (qT ∼ 10 GeV). We also recall our
conclusions (see Sect. 3.1) about the uncertainty of the fixed-order perturbative expansion: the
perturbative uncertainty of the NLO predictions is at the level of about ±20% in the region where
20 GeV∼<qT ∼< 40 GeV (see the upper line of the LO band), and it does not decrease at smaller
values of qT . We conclude that, at intermediate values of qT , the NLL+LO and NLO results
are fully consistent and have a comparable perturbative uncertainty. The NLL+LO calculation
provides us with QCD predictions that can be extended to smaller values of qT (qT ∼< 20 GeV)
with a controllable and relatively-small perturbative uncertainty.

The bulk of the production cross section is contained in the small-qT region. Considering the
region above the peak of the qT distribution (2 GeV∼< qT ∼< 20 GeV), the scale uncertainty of the
NLL+LO calculation is below the level of about ±15% (Fig. 9). The size of the scale uncertainty
increases in the region below the peak. The effect of the scale variations is larger in the region
below the peak since the shape of the qT distribution is much steeper in this region (see Figs. 7
and 8). Note also that this region is expected to be most sensitive to NP effects. The sizeable

19

F
igu

re
10:

F
raction

al
diff

eren
ce

of
L
O

(dashed),
N

L
O

(solid)
an

d
N

L
L
+

L
O

(dot
dashed)

predic-
tion

s
w
ith

respect
to

the
N

L
O

result
at

µ
F

=
µ

R
=

m
Z

(see
E
q.

(12)).

at
central

valu
e

of
th

e
scales

(central
d
ot-d

ash
ed

lin
e)

an
d

th
e

corresp
on

d
in

g
scale

u
n
certainty

(u
p
p
er

an
d

low
er

d
ot-d

ash
ed

lin
es).

T
h
e

N
L
O

(solid
lin

es)
an

d
L
O

(d
ash

ed
lin

es)
b
an

d
s

in
F
ig.

10
are

exactly
th

e
sam

e
b
an

d
s

as
th

ose
in

F
ig.

3.
In

th
e

region
w

h
ere

10
G

eV
∼ <

q
T
∼ <

40
G

eV
,

th
e

N
L
L
+

L
O

an
d

N
L
O

central
valu

es
are

qu
ite

close:
th

eir
d
iff

eren
ce

is,
at

m
ost,

of
ab

ou
t

8%
.

D
ecreasin

g
th

e
valu

e
of

q
T
,

th
e

scale
u
n
certainty

at
N

L
L
+

L
O

d
ecreases

from
ab

ou
t
±

20%
(q

T
∼

40
G

eV
),

to
ab

ou
t
±

15%
(q

T
∼

20
G

eV
)

an
d
±

10%
(q

T
∼

10
G

eV
).

W
e

also
recall

ou
r

con
clu

sion
s

(see
S
ect.

3.1)
ab

ou
t

th
e

u
n
certainty

of
th

e
fi
xed

-ord
er

p
ertu

rb
ative

exp
an

sion
:

th
e

p
ertu

rb
ative

u
n
certainty

of
th

e
N

L
O

p
red

iction
s

is
at

th
e

level
of

ab
ou

t±
20%

in
th

e
region

w
h
ere

20
G

eV
∼ <

q
T
∼ <

40
G

eV
(see

th
e

u
p
p
er

lin
e

of
th

e
L
O

b
an

d
),

an
d

it
d
oes

n
ot

d
ecrease

at
sm

aller
valu

es
of

q
T
.

W
e

con
clu

d
e

th
at,

at
interm

ed
iate

valu
es

of
q
T
,

th
e

N
L
L
+

L
O

an
d

N
L
O

resu
lts

are
fu

lly
con

sistent
an

d
h
ave

a
com

p
arab

le
p
ertu

rb
ative

u
n
certainty.

T
h
e

N
L
L
+

L
O

calcu
lation

p
rovid

es
u
s

w
ith

Q
C

D
p
red

iction
s

th
at

can
b
e

exten
d
ed

to
sm

aller
valu

es
of

q
T

(q
T
∼ <

20
G

eV
)

w
ith

a
controllab

le
an

d
relatively-sm

all
p
ertu

rb
ative

u
n
certainty.

T
h
e

b
u
lk

of
th

e
p
rod

u
ction

cross
section

is
contain

ed
in

th
e

sm
all-q

T
region

.
C

on
sid

erin
g

th
e

region
ab

ove
th

e
p
eak

of
th

e
q
T

d
istrib

u
tion

(2
G

eV
∼ <

q
T
∼ <

20
G

eV
),

th
e

scale
u
n
certainty

of
th

e
N

L
L
+

L
O

calcu
lation

is
b
elow

th
e

level
of

ab
ou

t
±

15%
(F

ig.
9).

T
h
e

size
of

th
e

scale
u
n
certainty

in
creases

in
th

e
region

b
elow

th
e

p
eak.

T
h
e

eff
ect

of
th

e
scale

variation
s

is
larger

in
th

e
region

b
elow

th
e

p
eak

sin
ce

th
e

sh
ap

e
of

th
e

q
T

d
istrib

u
tion

is
m

u
ch

steep
er

in
th

is
region

(see
F
igs.

7
an

d
8).

N
ote

also
th

at
th

is
region

is
exp

ected
to

b
e

m
ost

sen
sitive

to
N

P
eff

ects.
T

h
e

sizeab
le

19

... and NLO band is shrinking
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