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Motivations for a LL Interface

Many firmwares but common data flows and requirements

Same data path for control
Same input and output data path for processing
Need for embedded stand-alone simulators (FE, TFC, LLT, Farm, ...)

Monitoring buffers

Need for a flexible low level interface in which user code can be “plugged”

Hide the underlying complexity (GX buffers, GBT, PCle, 10 GbE, ...)
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Low level interface features

Operating modes :
FE real data mode,

PCle
interface

PLLs,

Command and status
registers

Remote
programming

Simulated data injection mode,

Path configuration:
Internal or external loopback

Injection

Channel masking,
Channel resync

Monitoring :
Synchronization status,
Average rate,

Max delay between events
from a same bunch
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[R]
OL in
Interfaces
GBT,
10 GbE

Bckpl. Links
TFC

'

Operating modes :

Emulated data ejection mode,
Switch emulation, trafic shaping
Event capture

Injection Monitoring
buffers buffers

[R]

OL out
Interfaces
GBT,
10 GbE

DDR3 IP

Operating modes :
Normal,
Autotest

RAM
buffer

Path configuration:
Single, double buffering

Monitoring :
Memory usage,
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Path configuration:
Internal or external loopback
Channel masking,

Channel resync

Monitoring :
Buffer size,
Average rate,
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Additional requirements (1)

Stratix V complexity increases

- Large differences with previous versions

- Very complex GX interfaces

Folkivs i 121 0

Tressin i

- GBT layer

CPU

— need to encapsulate

- 25 times larger than Stratix | used on Tell1

- 7 hours to compile a nearly empty deS|gn
with a 4 cores PC embedding 16 Gb of: RAIVI

CLISTOM PHY G BUFFER AY.ALON INTERF ACE

phy_mgrmt_ck_reset to the phy_mamt

phy_mart_adsress:_to_the_phy_mmt(a. 0]
phy_mgrrt_read to_the_phy_mant
phy_girt_resdata_from he_phy_mamti31 0]
phy_mgrt_vesitreguest_from_the_phy_mgri
phy_mamt_rite_to_the_phy_mgt
phy_mgrrt_writedata_to_the_phy_mgi[31.0]

CUSTON_PHY_GX_BUFFER

ix Tor Il

— Incremental compilation mandator\
to shorten design cycles

<

Many firmwares

- Clear separation between user code

CUSTOM PHY RECCNFIG A'ALON INTERFACE

NIOS

reconfig_mant_clk_reset_{a_ihe_reconig_mamt

recontiy_mgnt_sliress_to_the_reconfig_mgrt]5.0]

phy_rgrmt_clk ( ready
phy_mgimt_clk o tx_tes
phy_rngrat_clk_reset iri_readly
phy_mgimt_ck_reset 1x_pead
phy_tmgrr (_serial_data SaEEs e i
b oot aiiess(a 1 tx_geriel_ciata | ST e el et
phy_mgmt_read oil_lncked
gh oot cealatalz (1 ey
shy gt walteyest [ A export u
phy_mgirt_wrte \ - {_tlkout
b oot wetedatslal (1 tx_chaut
7 7 pll_ref clk r_clkout
SRR S ol et ol 5 —
n_serial_dala ne_parallel_data
o saial et r_serial_defa szl et | LA ELOL

t_parallel_dala

P Sl ) b araliel Getal3t 0]

re:unﬂg {o_xewr
onfip to yeyrTia8 1

recorrig_from xour

_xour

reconfig_from_xcvr
recontin fiom o

2l 1l

o oustom phy

erin Stratlx V!

X buf

CUSTOM_PHY_RECONFIG

mgimt_clk_clk
imgit,_clk_clk

mgmt_rst reset
mgirt,_tst_reset

reconfiy_busy

rEnofi b

recenig busy

reconfig_mgmt
reconiic mot sl O]

veconfio_mmt_vead_to_the_recontiy_momt
veconfig_mumt_readdata_from_the_reconfig_mam31..0]

reconfi_mgint_read

reconil oot seaddataln 0

veconfy_mont_wairecuest_from_the_reconfig_mort
reconfig_mgnt _wrte_fa_the_reconiy_mgnt
reconfig_momt _writeseta {a_the reconfiy mgmi[31.0]

reconfig_mgint_watreduest

recaniy to_teur §

Reconf

veconi mgirt,_wite

1conii ot writrdatalAl )

instd

and common code

— Obiject oriented approach
with well defined interface specification
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Additional requirements (2)

Development tools

- Simple and if possible unique tool
- Hierarchical approach
- Quick redesign

- Test bench for every developed function

Marseille proposal

- Quartus + QSYS
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What is QSYS ?

Abstraction & Productivity Level

Design Block Integration

IP Integration

N _ / - Design a system with IPs System Integration

Schematic Entry Tool - IP re-use »Design a system with systems
= |P verification .

i e System re-use

= System verification

SOPC Builder Tool
g o

Qsys System Integration Platform

QSYS:
Generalisation of SOPC builder for designing at system level
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Key features

Powerful system integration tool

- High level of abstraction for
design capture.

- Facilitates design reuse

High-Performance Interconnect

-e—el
: Based on Network-on-Chip (NoC)
Hierarchy Architecture Design Reuse
Package as IP
Design 4 Add to
- System’ { ] s > Library

Industry-Standard Interfaces Real-Time System Debug

MO, | Avalon® [nterfaces
ARM | AMBA® AXI3*, AXi4*

*AXI3™ & AXI4™ support in 2011+

CERN 1 March 2012

Save time by avoiding writing HDL code for interconnection

- Automatically creates high-performance interconnect logic.

Easy way to normalize interfaces in the system

- Standard interfaces

- Documentation maintained and already available

Automatic test bench tools
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Standard interfaces fm,r

- Memory mapped interfaces: (:oim ot
Slave Slave Slave

— control plane

— Reading and writing of control registers Data Source 0 Data
- Streaming interface: Il
sy Il e
— data plane Dats | valid Data Data [ | gy
Sowce | chanml | sk Qg()|[[ll Souce 200 | Sink
. . . . data data 3|
— Data switching (muxing and demuxing), T
aggregation, bridges
\Da!a Plane Avalon Streaming Interface _/'
Simplify design entry and team-based design R
: . , , : ] 5
- Signal behavior defined by interface : witen | [\ M
: thipsalect [ \ [ |
- Simplified documentation | e T —
: burstcourt )1 )@ ) ¢
- No manual wiring or m ing of control tvtesrabie [ e Jem e |
O manua g or mapping of control, data, | — e —

and status signals

| [7 Mead Wavetarm

- Easy system changes ek A g 1 o 1 o

write_n

chipselect

waltraguess
address

| teo )

|

readdata § 00 1ol X Loz
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Test benches

- High level function calls through Bus Functional Modules (BFM)

- QSYS automatically generates a test bench

Testbench

Test Program

initial()

Master
BFM
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Monitor

always() task()

Custom
Logic

(DUT)

Slave
BFM

Monitor
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Low level interface implementation

A

QSYS Low Level Interface

v

PCle IP

Memory mapped interface

Injection | Monitoring
buffers buffers
Streaming interface v
OL in ol
Interfaces £
GBT, =
10 GbE =
I=
Bckpl. Links 5
TFC )
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Injection |Monitoring
buffers buffers

Streaming interface

Streaming interface

OL out
Interfaces
GBT,
10 GbE

Bckpl. Links
TFC
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Conclusion

Interesting features in QSYS

Quick and high level design

Independent objects linked by a standard interface
Allows team design with components sharing

We will test all the concepts during debug

First conclusions and first encapsulation of low level interface by end of year

Concurrent team design

Specification of interfaces is a priority requirement

— Draft specification for low level interface circulated in coming months

Compilation is tremendously long

Use partitioning and incremental design

Steal gamers PCs to your children or order very powerful PCs !

— You need at least 20 Gb of RAM and 64 bits processor (32 bits does not compile !)

— 4 cores or more strongly advised.
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