
Quarkonia in Heavy Ion Collisions 
•  Good candidates to probe the QGP in HIC 

–  Large masses and (dominantly) produced at the early stage 
of the collision via hard-scattering of gluons 

–  Strongly bound resonances 
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! decreasing binding energy 

The start : quarkonia should melt in the QGP 
T. Matsui & H. Satz PLB178, 416 (1986) 

Color Screening 
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3.1 Event Selection 3

mary vertex based on at least two tracks, and at least 3 towers on each HF with an energy
deposit of more than 3 GeV per tower. These criteria reduce contributions from single-beam
interactions with the environment (e.g. beam-gas collisions and collisions of the beam halo
with the beam pipe), ultra-peripheral electromagnetic interactions, and cosmic-ray muons. A
small fraction of the most peripheral PbPb collisions are not selected by these minimum-bias
requirements, which accept (97 ± 3)% of the inelastic hadronic cross section [36]. A sample
corresponding to 55.7 M minimum-bias events passes all these filters. Assuming an inelastic
PbPb cross section of sPbPb = 7.65 b [36], this sample corresponds to an integrated luminosity
of Lint = 7.28 µb�1. This value is only mentioned for illustration purposes; the final results are
normalized to the number of minimum-bias events.

The measurements reported here are based on dimuon events triggered by the Level-1 (L1)
trigger, a hardware-based trigger that uses information from the muon detectors. The CMS
detector is also equipped with a software-based high-level trigger (HLT). However, no further
requirements at the HLT level have been applied to the L1 muon objects used for this analysis.

The event centrality distribution of minimum-bias events is compared to events selected by
the double-muon trigger in Fig. 1. The centrality variable is defined as the fraction of the total
cross section, starting at 0% for the most central collisions. This fraction is determined from
the distribution of total energy measured in both HF calorimeters [37]. Using a Glauber-model
calculation as described in Ref. [36], one can estimate variables related to the centrality, such
as the number of nucleons participating in the collisions (Npart) and the nuclear overlap func-
tion (TAA), which is equal to the number of elementary nucleon-nucleon (NN) binary collisions
divided by the elementary NN cross section and can be interpreted as the NN equivalent in-
tegrated luminosity per heavy ion collision, at a given centrality [38]. The values of these
variables are presented in Table 1 for the centrality bins used in this analysis. The double-
muon-triggered events are more frequent in central collisions since the main physics processes
that generate high-pT muon pairs scale with the number of inelastic nucleon-nucleon collisions.
In the following, Npart will be the variable used to show the centrality dependence of the mea-
surements.
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Figure 1: Centrality distribution of the minimum-bias sample (solid black line) overlaid with
the double-muon triggered sample (hashed red) in bins of 2.5%.

12 5 Acceptance and Efficiency

diamonds for U(1S). As discussed in Section 4.1.2, the efficiency of non-prompt J/y is lower
than that of prompt J/y, reaching about 35% for pT > 12 GeV/c. The prompt J/y efficiency
increases with pT until reaching a plateau slightly above 50% at pT of about 12 GeV/c, while
the U(1S) efficiency is ⇠55%, independent of pT. The efficiencies decrease slowly as a function
of centrality because of the increasing occupancy in the silicon tracker; the relative difference
between peripheral and central collisions is 17% for J/y and 10% for U(1S). The integrated
efficiency values are 38.3%, 29.2%, and 54.5% for the prompt J/y, non-prompt J/y (both with
6.5 < pT < 30 GeV/c, |y| < 2.4, and 0–100% centrality), and U(1S) (with 0 < pT < 20 GeV/c,
|y| < 2.4, and 0–100% centrality), respectively.
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Figure 7: Combined trigger, reconstruction, and selection efficiencies as a function of quarko-
nium pT and |y|, and event centrality, for each signal: red squares and orange stars for prompt
and non-prompt J/y, respectively, and green diamonds for U(1S). For better visibility, the
prompt J/y points are shifted by DpT = 0.5 GeV/c, Dy = 0.05, and DNpart = 2. Statistical (sys-
tematic) uncertainties are shown as bars (boxes). The systematic uncertainties are the quadratic
sum of the uncertainty on the kinematic distributions and the MC validation uncertainty.

The systematic uncertainty on the final corrections due to the kinematic distributions is esti-
mated by a ±30% variation of the slopes of the generated pT and rapidity shapes, similar to
the acceptance variation described in the previous section. The systematic uncertainties are
in the ranges 1.8–3.4%, 2.2–4.2%, and 1.4–2.7% for prompt J/y, non-prompt J/y, and U(1S),

5.2 Efficiency 11

most extreme polarization scenarios in the Collins–Soper and helicity frames. For fully longi-
tudinal (transverse) polarized J/y in the Collins–Soper frame, the effect is found to be at most
�20% (6%). In the helicity frame, the effects are at most 40% and �20% for the two scenar-
ios. For U(1S) the polarization effects range between �20% for longitudinal polarization in the
Collins–Soper frame to 40% for transverse polarization in the helicity frame.

The acceptance is calculated using the MC sample described in Section 3.1. The pT and rapidity
dependencies of the J/y and U(1S) acceptances are shown in Fig. 6.
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Figure 6: Dimuon acceptance as a function of pT (left) and |y| (right) for J/y (red squares)
and U(1S) (green diamonds). Also shown in the right panel is the acceptance for J/y with
pT > 6.5 GeV/c (open black squares). The error bars represent the statistical uncertainties only.

Since the acceptance is a function of both pT and y, uncertainties in the predicted distributions
for these variables can lead to a systematic uncertainty in the average acceptance over a pT or
y bin. To estimate these uncertainties, the shapes of the generated MC pT and y distributions
are varied linearly by ±30% over the range |y| < 2.4 and 0 < pT < 30 GeV/c (20 GeV/c) for
J/y (U(1S)). The RMS of the resulting changes in the acceptance for each pT and y bin are
summed in quadrature to compute the overall systematic uncertainty from this source. The
largest relative systematic uncertainties obtained are 4.2%, 3.2%, and 2.8% for the prompt J/y,
non-prompt J/y, and U(1S) acceptances, respectively.

5.2 Efficiency

The trigger, reconstruction, and selection efficiencies of µ+µ� pairs are evaluated using simu-
lated MC signal events embedded in simulated PbPb events, as described in Section 3.1. The
overall efficiency is calculated, in each analysis bin, as the fraction of generated events (pass-
ing the single muon phase space cuts) where both muons are reconstructed, fulfil the quality
selection criteria and pass the trigger requirements. In the embedded sample, the signal over
background ratio is by construction higher than in data, so the background contribution un-
derneath the resonance peak is negligible and the signal is extracted by simply counting the
µ+µ� pairs in the quarkonium mass region. The counting method is crosschecked by using
exactly the same fitting procedure as if the MC events were collision data. Only muons in the
kinematic region defined by Eqs. (1) and (2) are considered.

In Fig. 7, the efficiencies are shown as a function of the µ+µ� pair pT, y, and the event cen-
trality, for each signal: red squares for prompt J/y, orange stars for non-prompt J/y, and green
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Figure 16: Left: U(1S) yield divided by TAA in PbPb collisions (green diamonds) as a function
of rapidity. The result is compared to the cross section measured in pp collisions (black crosses).
The global scale uncertainties on the PbPb data due to TAA (5.7%) and the pp integrated lumi-
nosity (6.0%) are not shown. Right: nuclear modification factor RAA of U(1S) as a function of
rapidity. A global uncertainty of 8.3%, from TAA and the integrated luminosity of the pp data
sample, is shown as a grey box at RAA = 1. Points are plotted at their measured average |y|.
Statistical (systematic) uncertainties are shown as bars (boxes). Horizontal bars indicate the bin
width.
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Figure 17: Left: U(1S) yield divided by TAA (green diamonds) as a function of Npart compared
to the U(1S) cross section measured in pp (black cross). Right: nuclear modification factor RAA
of U(1S) as a function of Npart. A global uncertainty of 6%, from the integrated luminosity of
the pp data sample, is shown as a grey box at RAA = 1. Statistical (systematic) uncertainties
are shown as bars (boxes).
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Systematic uncertainties: RAA

• �intpp: 4% from lumi group, based on VdM scan

• TAA: 4.3–15%

• NQQ: 0.5–5%; vary fit functions, both in pp and PbPb, independently

• $: cancels, we compare PbPb with pp

• %PbPb(cent) = %trig # %reco(cent):

‣ correct each yield with the proper efficiency

• most corrections cancel in the ratio (shape variations of  acceptance and efficiency, 
STA reco, muon ID) except:

‣ trigger efficiency is different: limited by statistical uncertainty on TnP"2%

‣ centrality dependent reco efficiency: limited by statistical uncertainty on TnP " 13.6%
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Studies of ϒ states in PbPb collisions  
at         = 2.76 TeV at LHC 

Introduction 

Nuclear Modification Factor RAA     (arXiv:1201.5069) 

Suppression of Excited ϒ States in PbPb Collisions   (Phys. Rev. Lett. 107, 052302 (2011)) 

ϒ(2S+3S) vs ϒ(1S) 

Acceptance ϒ(1S) RAA 

Double Ratio 

Signal Extraction 

Numerator:  the number of 
generated events in the MC 
simulation, declared detectable 
for given acceptance cuts 
Denominator:  the number of 
dimuons generated within the 
muon stations coverage of the 
CMS detector (|η| < 2.4) 

Efficiency 
•  Trigger efficiency, 

reconstruction efficiency 
estimated using MC  

•  Only muons in the acceptance 
kinematic region are considered 

•  MC efficiency cross checked 
with J/ψ    µ+µ− in data. The 
statistical uncertainty from data 
is a source of systematic 
uncertainty 

Extended unbinned maximum likelihood fit 
Signal 

•  Core Gaussian with power law tail for final state radiation 
•  Resolution fixed from MC simulation  
•  Peak separation fixed to PDG 

Background 
•  Second order polynomial  

 

Comparing with the pp @ 2.76 TeV data, we can 
measure RAA 
 

•  NPbPb = 86 ± 12[stat] ± 3[syst] 
•  Npp = 101 ± 12[stat] ± 3[syst] 
•  TAA = 5.66 mb-1 

•  NMB = 55.7M MB PbPb collisions 
•  Lpp = 231 nb-1 

•  Measure the fraction of excited states ϒ(2S+3S) 
relative to ϒ(1S) 

•  Fraction extracted directly from the fit to the PbPb 
and pp data sample (both at 2.76 TeV) 

Compare ratios of ϒ(2S+3S) relative to ϒ(1S) 
(ground state) in PbPb & pp: 
•  Extract double ratio directly from simultaneous fit 

to both samples 

Zhen Hu on behalf of the CMS Collaboration  
Purdue University 

Systematic for Double Ratio 
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in PbPb collisions at           = 2.76 TeV”, arXiv:1201.5069 
[2] “Indications of Suppression of Excited ϒ States in Pb-Pb 
Collisions at            = 2.76 TeV”, PRL 107, 052302(2011)  

CMS has excellent mass resolution 

Quarkonia in PbPb Collisions in CMS 
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For the further analysis the data have been binned in pT and rapidity of the µ+µ� pairs as231

well as in bins of the event centrality (0–10%, 10–20%, and 20–100%). The bins in rapidity are:232

0.0 ⇤ |y| < 1.2 and 1.2 ⇤ |y| < 2.4. The sum of the yields in each pT or rapidity interval is233

consistent with the yield determined from a fit to the entire rapidiy and pT range of this analysis234

within uncertainty. In contrast to the J/⌃, CMS has acceptance for � with pT = 0 GeV/c over the235

full rapidity range. The pT bins in this analysis are 0 ⇤ pT < 6.5 GeV/c, 6.5 ⇤ pT < 10 GeV/c,236

and 10.0 ⇤ pT < 20 GeV/c. Fig. 9 illustrates the centrality dependence of the � invariant mass237

distribution.238
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Figure 9: The top left panel shows the fit to the dimuon invariant-mass distribution in 0–10%
centrality for |y| < 2.4 and pT < 20 GeV/c. The top right panel shows the same for 0–100%
centrality and |y| < 1.2, the bottom panel for 1.2 ⇤ |y| < 2.4.

In order to estimate the combined systematic uncertainty on the �(1S) yield from the different239

sources, the following parameters are varied : C.B. parameters, mass resolution by 4 MeV/c2,240

mass mean, the fitting range of two different background probability density functions (PDFs)241

by 1GeV, and different signal PDF models. The RMS of the fitted values is taken as the total242

systematic (10%). The systematic uncertainty of the fitting procedure is dominated by the vari-243

ation of the resolution of the mass fit, and is of the order of approximately 10%, reaching 13%244

for the 10–30% centrality bin. FIXME: check245

5 Acceptance and Efficiency246

5.1 Acceptance247

The dimuon signal acceptance � is defined as the fraction of dimuon signal, within a restricted248

mass interval M, produced within the muon station coverage of the CMS detector (|⇥| < 2.4)249

which is considered where muons are detectible and reconstructible in the CMS detector.250

�(pT, y; ⇤⇧) =
Ndimuon

reconstructible,M(pT, y; ⇤⇧)

Ndimuon
|ydimuon|<2.4(pT, y; ⇤⇧)

(4)

Where251

• Ndimuon
reconstructible,M is the number of generated events in the Monte Carlo simulation,252

declared detectable in a given (pT, y) bin according to the cuts defined in Section 3.2,253

within a mass interval M ([2.5, 3.1]GeV/c2 for J/⌃ and [8.0, 12.0]GeV/c2 for � ).254

• Ndimuon
|ydimuon|<2.4 is the number of all dimuons generated within the muon stations cover-255

age of the CMS detector (|⇥| < 2.4).256

ϒ(1S) RAA in the most 
central bin (0-20%): 
0.60 ± 0.12(stat.) ± 
0.10(syst.) 
RAA<1: suppression  
 
Consistent with the 
suppression of excited 
states (50% feed-down 
contribution measured 
by CDF) 

ϒ(1S) invariant Yields in PbPb • Yield of  Quarkonia as function of  pT, rapidity, and centrality of  the collision:

‣ Inclusive J/!: separate prompt from non-prompt J/!;        and !(1S)

• Compare the yields measured in PbPb to the yield measured in pp at the same !s

‣ Hard probes are expected to scale with the number of  binary collisions, see e.g.

• Z production (HIN-10-003)

• Isolated photon production (HIN-11-002)

• Direct photon and total charm cross section measurements at RHIC

• …

‣ TAA: nuclear overlap function = number of  binary collision /  NN cross section

‣ If  a hard probe does not follow this scaling it must have been modified by a medium (hot/cold)

‣ Define the nuclear modification factor RAA (=1 for unmodified hard probes)

What we want to measure?

13

RAA =
1

TAA

dNAA

d�pp

!
"
#

>1: enhancement
=1: no medium effect
<1: suppression

1
TAA

· d2N

dpT dy
=

1
TAA

· 1
�y �pT

·
NQQ

� ⇥ NMB
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T
p
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data
PbPb fit
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sNN

ϒ(2S+3S) ϒ(1S)
pp
= 0.78−0.14

+0.16 ±0.02

ϒ(2S+3S) ϒ(1S)
PbPb

= 0.24−0.12
+0.13 ±0.02

Pros of a double ratio:  
•  Acceptance cancels 
•  Efficiency cancels 
Possible differences dominated by systematic 
uncertainty from the fit model: 
•  Signal shape 
•  Mass resolution 
•  Background PDF and fit range 
Total systematic uncertainty: 9.1% 

0.31 

•  PbPb data sample: PbPb run 2010 @        = 2.76 TeV  (Lint = 7.28 µb-1) 
•  pp reference sample:  pp run 2011 @        = 2.76 TeV  (Lint = 231 nb-1) 
•  Event selection: 

Ø Online dimuon trigger 
Ø Offline minBias selection 

•  Muon selection: 
Ø Muon quality cuts 
Ø Kinematic cut: pT

µ > 4 GeV/c 

sNN
s

Quarkonia in CMS 

•  Precision quarkonia physics 
–  High statistic run pp #s=7 TeV Lint=40 pb-1 

 
 

•  Nuclear modification factor  
–  PbPb #sNN=2.76 TeV Lint=7.28 µb-1 

 

–  pp #s=2.76 TeV Lint=225 nb-1 

•  Similar hard probes statistics 
•  Good reference 
•  Same reconstruction algorithm 
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PbPb 

•  In our universe today, quarks are always bound together by gluons to form 
"composite" particles. The Quark-Gluon Plasma (QGP) is a hot, dense 
state in which these quarks and gluons exist freely, unbound. This is 
thought to be the situation a few millionths of a second after the Big Bang.  

•  One of the predicted characteristics of the QGP is that its high temperature 
causes the "melting" of quarkonia. This melting manifests itself as the 
suppression of quarkonium production in heavy-ion collisions, compared 
to the number of quarkonia produced in collisions between protons.  

•  Detailed measurements of bottomonium production will help characterize 
the dense matter produced in heavy-ion collisions.  

•  Generate pseudo-experiments following the null-
hypothesis (i.e. no suppression) to get p-value 

•  ε : the combined trigger and reconstruction efficiency  
•  ∆y and ∆pT : the bin width in rapidity and pT 
•  TAA : the nuclear overlap function (varies with the 

centrality of the collision and has units of mb−1) 

→

p-value  0.9% 
Significance: 2.4 σ 

Quarkonia in Heavy Ion Collisions 
•  Good candidates to probe the QGP in HIC 

–  Large masses and (dominantly) produced at the early stage 
of the collision via hard-scattering of gluons 

–  Strongly bound resonances 
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! decreasing binding energy 

The start : quarkonia should melt in the QGP 
T. Matsui & H. Satz PLB178, 416 (1986) 

Color Screening 

RAA =
1
TAA

dNAA
dσ pp

>1: enhancement
=1: no medium effect
< 1: suppression

!

"
#

$
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Figure 16: Left: U(1S) yield divided by TAA in PbPb collisions (green diamonds) as a function
of rapidity. The result is compared to the cross section measured in pp collisions (black crosses).
The global scale uncertainties on the PbPb data due to TAA (5.7%) and the pp integrated lumi-
nosity (6.0%) are not shown. Right: nuclear modification factor RAA of U(1S) as a function of
rapidity. A global uncertainty of 8.3%, from TAA and the integrated luminosity of the pp data
sample, is shown as a grey box at RAA = 1. Points are plotted at their measured average |y|.
Statistical (systematic) uncertainties are shown as bars (boxes). Horizontal bars indicate the bin
width.
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Figure 17: Left: U(1S) yield divided by TAA (green diamonds) as a function of Npart compared
to the U(1S) cross section measured in pp (black cross). Right: nuclear modification factor RAA
of U(1S) as a function of Npart. A global uncertainty of 6%, from the integrated luminosity of
the pp data sample, is shown as a grey box at RAA = 1. Statistical (systematic) uncertainties
are shown as bars (boxes).

•  NQQ : the number of 
measured ϒ in the µ+µ− 
decay channel 

•  NMB : the number of 
minimum bias events 
sampled by the event 
selection 

•  α : the geometric acceptance 

pp data PbPb data 

sNN

ϒ(2S+3S) ϒ(1S)
PbPb

ϒ(2S+3S) ϒ(1S)
pp

= 0.31−0.15
+0.19 ±0.03

Cold nuclear matter may affect ϒ suppression: 
•  Smaller nuclear absorption cross section than at 
lower energy and for J/ψ (smaller size) 

•  Shadowing cancels in the Υ(2S+3S)/Υ(1S) ratio at 
least to the first order 

Cold Nuclear Effect 
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