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• Higgs took 45 years!

DM: 80 years? Or at least 40 years?



WHERE TO LOOK?

• Unlike the Higgs, for DM at best we have guesses



NEW IDEAS

Dynamical Dark 
Matter

K. Dienes; B. Thomas

Pangenesis
B. von Harling; K. Petraki

Mirror Matter
R. Foot

Our ideas of what dark matter is gives us 
ideas on how to find it



• Unlike the Higgs DM has been discovered many times 

1016 G. Weidenspointner et al.: The sky distribution of positronium continuum emission
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Fig. 1. A Richardson-Lucy sky map of extended emission in the summed Ps analysis intervals (the combination of the intervals 410–430,
447−465, and 490–500 keV). The contour levels indicate intensity levels of 10−2, 10−3, and 10−4 ph cm−2 s−1 sr−1. Details are given in the text.

above about 300 keV, and since we are analyzing rather nar-
row energy intervals above 400 keV the fact that we do not
yet detect them is not surprising. We therefore conclude that
the point sources found by us using SPIROS are all spurious,
resulting from SPIROS’ attempt to account for intrinsically dif-
fuse emission with a set of point sources.

3.2. Model fitting

A more quantitative approach for studying the Galactic dis-
tribution of the observed extended emission is model fit-
ting, which we performed using a maximum likelihood multi-
component fitting algorithm (Knödlseder et al. 2005) outlined
in Sect. 2.

We first modelled the emission in the three summed
Ps analysis intervals4 by an ellipsoidal distribution with a
Gaussian radial profile and determined the best-fit centroid
location (l0, b0) and extent in Galactic longitude and latitude
(FWHMl, FWHMb). We then combined this Galactic bulge
model with one of two models for emission from the Galactic
disk: both HI (Dickey & Lockman 1990) and CO (Dame et al.
1987) distributions are tracers of Galactic matter and are be-
lieved to correlate with diffuse emission (cf. Harris et al. 1990;
Kinzer et al. 1999; Strong et al. 2004). The results of these fits
are summarized in Table 1. In each of these fits, the Crab and
Cygnus X-1 were included as steady point sources whose in-
tensities were fitted. When including the four highest-energy
sources reported by Bouchet et al. (2005) the quality of the fits
is only slightly improved and the fit results do not change sig-
nificantly; therefore these point sources were excluded from the
final analysis.

As can be seen from Table 1, the centroid of the bulge
emission is the same within errors for all three models. There
is marginal evidence for a slight offset of the centroid from
the GC, but it is of a magnitude that could easily result from

4 Results for the individual energy intervals are consistent within
statistical uncertainties.

the combined effects of statistical and systematic biases in the
background model (indeed, there is a similarly marginal, but
opposite, offset of the centroid in the 511 keV line emission;
Knödlseder et al. 2005). The extent of the bulge emission, and
its flux, do depend on the sky model. If the extended emission
is modelled by a bulge component only, then there is marginal
evidence for the bulge emission to be more extended in lon-
gitude than in latitude (the ellipticity ε ≡ FWHMb/FWHMl

deviates by about 1.5σ from unity). However, inclusion of a
Galactic disk component improves the fits, with the signifi-
cances of the HI distribution and of the CO distribution being
about 2.8σ and 4.0σ, respectively, favouring the latter. Another
reason to adopt the CO distribution as the better disk model
of the two is the fact that the resulting total sky flux of about
(2.8±0.5)×10−3 ph cm−2 s−1 agrees well with the value of about
2.5 × 10−3 ph cm−2 s−1 determined with SMM5 in the Ps anal-
ysis intervals, whereas the total bulge and HI disk model flux
of (5.4 ± 1.5) × 10−3 ph cm−2 s−1 is only marginally consistent
with the SMM spectrum of Harris et al. (1990).

Inclusion of a Galactic disk component in the fits also ren-
ders evidence for ellipticity of the bulge component insignif-
icant. The bulge shape is consistent with circular symmetry,
with a FWHM of about 8◦, in agreement with our results for the
511 keV line (Knödlseder et al. 2005). As is the case for the an-
nihilation line, the extent of the Ps continuum bulge emission
is slightly larger than that derived by Kinzer et al. (2001) from
OSSE observations. However, the difference is not very signif-
icant, and it is possible that there is bias in the OSSE analysis
favouring a smaller bulge extent (Kinzer et al. 2001).

The fluxes that are attributed to the disk components exceed
the bulge flux by factors of 2−4 (see Table 1). However, since
the disk flux is distributed over a much larger sky region, the
corresponding surface brightness is much lower. The model fits
therefore confirm the mapping result: the intensity of extented

5 The Gamma Ray Spectrometer on board the Solar Maximum
Mission (Forrest et al. 1980).
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FIG. 2: The spectrum of residual gamma-ray emission from the inner 5 degrees surrounding the Galactic Center, after sub-
tracting the known sources and line-of-sight gas templates. The dashed line represents the spectrum of the central, point-like
emission, as found by the authors of Refs. [10], [34], and [35]. Above ⇠300 MeV, the majority of the observed emission is
spatially extended, and inconsistent with originating from a point source. The dotted line shows the Galactic Ridge emission,
as extrapolated from the higher energy spectrum reported by HESS [36]. In the left frame, I show results for a 10 GeV dark
matter particle with an annihilation cross section of �v = 7⇥ 10�27 cm3/s and which annihilates only to leptons (e+e�, µ+µ�

and ⌧+⌧�, 1/3 of the time to each). In the right frame, I show the same case, but with an additional 10% of annihilations
proceeding to bb̄. In each case, the annihilation rate is normalized to a halo profile with � = 1.3. This figure originally appeared
in Ref. [9].

gamma-rays, we include in Fig. 2 the spectrum from
the annihilations of a 10 GeV dark matter particle
(dot-dashed) and from a component extrapolated from
HESS’s observations of the Galactic Ridge (dots) [36].
The sum of these contributions (solid) provides a good fit
to the total observed spectrum, for dark matter which an-
nihilates mostly to leptons (the gamma-ray flux is dom-
inated by annihilations to ⌧

+
⌧

�), possibly with a sub-
dominant fraction proceeding to hadronic final states. To
accommodate the angular extent of the observed gamma-
ray signal, a dark matter distribution of approximately
⇢DM / r

�1.25 to r

�1.4 is required [9]. Interestingly,
the annihilation cross section required to normalize the
gamma-ray signal is not far from the value predicted for
a simple thermal relic (�v = 3 ⇥ 10�26 cm3/s). Adopt-
ing central values for the local dark matter density [24],
the annihilation cross section to ⌧

+
⌧

� is required to be
�v⌧⌧ ⇡ (1� 5)⇥ 10�27 cm3/s for a dark matter distribu-
tion with an inner slope of 1.3 to 1.4. If the dark matter
also annihilates to electrons and muons at a similar rate,
the total annihilation cross section falls within a factor
of a few of the canonical estimate of 3⇥ 10�26 cm3/s.1

1 While these results are largely based on the analysis of Ref. [9]
(and its predecessors Refs. [10, 37]), an independent analysis of
the Fermi data in the direction Galactic Center was also pre-
sented in Ref. [34]. The results of Ref. [34] are in good agree-
ment with those of Ref. [9]. In particular, Ref. [34] find that the
inclusion of a dark matter-like signal in their analysis improves
the log-likelihood of their fit by 25 with the addition of only one
new parameter, corresponding to a significance of approximately
5� [34]. The Fermi Collaboration has also presented prelimi-

Although astrophysical origins of the gamma-ray emis-
sion observed from the Galactic Center region have been
discussed [9], considerable challenges are faced by such
interpretations. Possibilities that have been considered
include emission from the central supermassive black
hole [10, 35], and from a population of unresolved point
sources, such as millisecond pulsars [39].
In the case of the supermassive black hole, direct emis-

sion from this object is not consistent with the observed
morphology of the gamma-ray signal. The observed an-
gular extent of the emission could be reconciled, how-
ever, if the gamma-rays originate from cosmic rays that
have been accelerated by the black hole and then di↵use
throughout the surrounding interstellar medium, produc-
ing pions through interactions with gas [35, 40]. The
spectral shape of the spatially extended emission is very
di�cult to account for with gamma-rays from pion decay,
however. Even for a monoenergetic spectrum of protons,
the resulting spectrum of gamma-rays from pion decay
does not rise rapidly enough to account for the observed
gamma-ray spectrum.
A large population of unresolved gamma-ray pulsars

surrounding the Galactic Center has also been proposed
to account for the observed emission [9, 10, 39]. The spec-
tra observed from among the 46 pulsars in the FGST’s
first pulsar catalog, however, are typically much softer
than is observed from the Galactic Center [9, 41]. Unless
the spectra among the population of pulsars surrounding

nary findings [38] which describe a spectrum of excess emission
consistent with that found in Ref. [9].

6

the Galactic Center is significantly di↵erent from those
observed elsewhere, it does not appear to be possible to
account for the observed signal with pulsars. Further-
more, it is also di�cult to accommodate the very spa-
tially concentrated morphology of the observed gamma-
ray emission with pulsars. To match the observed an-
gular distribution of this signal, the number density of
pulsars would have to fall o↵ with the distance to the
Galactic Center at least as rapidly as r�2.5. In contrast,
within the innermost parsec of the Galactic Center, the
stellar density has been observed to fall o↵ only about
half as rapidly, r�1.25 [42]. Even modest pulsar kicks of
⇠ 100 km/s would allow a pulsar 10 pc from the Galac-
tic Center to escape the region, consequently broadening
the angular width of the signal. Unlike with most astro-
physical sources or mechanisms, annihilating dark matter
produces a flux of gamma-rays that scales with its den-
sity squared, and thus can much more easily account for
the high concentration of the observed signal from the
Galactic Center.

C. Synchrotron Emission From The Inner Galaxy’s
Radio Filaments

If dark matter annihilations produce mostly charged
leptons, as implied by the Galactic Center’s gamma-ray
spectrum, then electrons and positrons should carry away
much of the total power produced in this process. Elec-
tron and positron cosmic rays lose much of their energy to
synchrotron emission, providing a potentially detectable
signal for telescopes operating at radio and microwave
frequencies [43].

Particularly promising sources of dark matter-powered
synchrotron emission are the peculiar astrophysical ob-
jects known as non-thermal radio filaments. Radio fil-
aments are long (⇠40 pc) and thin (⇠1 pc) structures,
found at distances between 10 and 200 pc from the Galac-
tic center. The very hard spectra of highly polarized ra-
dio synchrotron emission observed from these objects [44]
imply that they contain highly ordered poloidal magnetic
fields of strength on the order of ⇠100 µG [45]. These
strong and highly ordered magnetic fields lead the fil-
aments to act as magnetic mirrors, e�ciently rejecting
incident electrons and retaining those electrons within
their volumes.

The spectrum of electrons that must be contained
within the Milky Way’s radio filaments in order to pro-
duce their extremely hard synchrotron emission has long
been a challenge to explain astrophysically. Since the
1980s, observations of radio filaments have revealed a
turnover at ⇠10 GHz in the synchrotron spectrum, im-
plying an electron energy spectrum that is strongly
peaked (sometimes described in the radio astronomy lit-
erature as “monoenergetic” [46, 47]) at an energy of ap-
proximately ⇠10 GeV, propagating in a magnetic field
on the order of 100 µG [46, 48, 49]. The leading as-
trophysical mechanism proposed to explain these spectra

FIG. 3: The spectra of synchrotron emission observed from
the Milky Way’s non-thermal radio filaments imply that they
contain a spectrum of electrons/positrons that is strongly
peaked at energies near ⇠10 GeV. Here, we compare the ob-
served spectra of four particularly well measured radio fila-
ments [56] to that predicted from dark matter annihilations
(mDM = 10 GeV, annihilating equally to e+e�, µ+µ� and
⌧+⌧� with �v = 7 ⇥ 10�27 cm3 s�1) compared to the ob-
served intensity and spectrum of G0.2-0.0 (the Radio Arc, top
left), G0.08+0.15 (Northern Thread, top right), G0.16-0.14
(Arc Filament, bottom left) and G359.1-0.2 (the Snake, bot-
tom right). The magnetic field strengths, filamentary widths,
and synchrotron energy loss times have been chosen to ac-
commodate each filament. This figure was adapted from one
originally appearing in Ref. [14].

involves magnetic reconnection zones that are formed in
collisions between radio filaments and molecular clouds,
leading to an electric potential capable of accelerating
electrons to their required energy [47, 50]. This scenario
fails, however, to explain why so many observed radio fil-
aments exhibit such similar spectra [51] (especially those
without associations with molecular clouds [52, 53]). Fur-
thermore, recent simulations find that it is unlikely that
such a mechanism would be capable of accelerating elec-
trons to energies much above 10 MeV, several orders of
magnitude below that needed to explain the observed
synchrotron signal [54, 55].
While astrophysical mechanisms struggle to explain

the strongly peaked spectrum of ⇠10 GeV electrons
present within the Milky Way’s radio filaments, the anni-
hilations of 10 GeV dark matter particles to leptons (in-
cluding to e

+
e

�) can easily accommodate the observed
spectra. In Fig. 3, the spectrum of radio emission ob-
served from four particularly well measured filaments [56]
is compared to the synchrotron flux and spectrum pre-
dicted from the electrons produced through the annihi-
lations of a 10 GeV dark matter particle. As in the pre-
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NB: I won’t discuss the axion for time, but it is a 
great DM candidate
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Fig. 2.— a The HEAT positron fraction compared with best-fit model predictions with

an additional positron component arising from annihilating dark matter neutralinos. The

dashed curve is the baseline solar-modulated leaky-box secondary-production prediction [10],

renormalized by a factor of 0.85. The solid curve shows an increased positron content due

to annihilating 380 GeV/c2 neutralinos in the model of Kamionkowski and Turner [20]. The

dotted and dot-dash curves show an increased positron content due to annihilating 336 or

130 GeV/c2 neutralinos, respectively, in the model of Baltz and Edsjö [30]. b The HEAT

positron fraction compared with best-fit model predictions from astrophysical sources of

positrons that are in addition to secondary production mechanisms. The dashed curve is the

positron enhancement resulting from high-energy γ rays converting to e+e− pairs near the

magnetic poles of pulsars [19]. The dotted curve represents a positron enhancement due to

high-energy γ rays interacting with low-energy optical or UV photon fields [16]. The solid

curve shows the enhancement from cosmic-ray interactions within giant molecular clouds

[18].

Coutu et al, ’99
1999 - HEAT results

DM annihilation => positrons [antimatter]



NOW THAT’S A SIGNAL

It’s too great to be dark matter!
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Emiliano Mocchiutti – INFN Trieste   
International Workshop on Positrons in Astrophysics – Mürren, Switzerland, March 20th, 2012 

Positron fraction 
• more data 
• new classification algorithms 

 factor 2÷3 more statistics 
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FERMI POSITRONS

   Aldo Morselli,  INFN Roma Tor Vergata 9

The Fermi-LAT has measured the cosmic-ray positron and electron spectra separately, between 20 and 130 GeV,
using the Earth's magnetic field as a charge discriminator

•Two independent methods of background subtraction produce consistent results
•The observed positron fraction is consistent with the one measured by PAMELA

Differences between different experiments below few GeV’s probably due to charge-sign-dependent modulation
but still under study

Positron Fraction

Fermi Coll., PRL, 108  (2012) 011103  arXiv:1109.0521

Signal is confirmed



IS THERE AN “ANOMALY”?

Uncertainty of the er flux prediction 
inferred from the 1 V credibility ranges 

2012 Jul 7 ICHEP page 15 of 21 C. Balázs: The cosmic e+/e- anomaly 



SO WHAT IS IT?
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Emiliano Mocchiutti – INFN Trieste   

International Workshop on Positrons in Astrophysics – Mürren, Switzerland, March 20th, 2012 

Donato et al. 
PRL 102 
(2009) 071301 

Simon et al. - ApJ 499 (1998) 250 Ptuskin et al. - ApJ 642 (2006) 902 

Antiprotons – secondaries? 

Secondary production 
models 

No associated anti-proton signal
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International Workshop on Positrons in Astrophysics – Mürren, Switzerland, March 20th, 2012 

Positron fraction 
• more data 
• new classification algorithms 

 factor 2÷3 more statistics 

   Aldo Morselli,  INFN Roma Tor Vergata 9

The Fermi-LAT has measured the cosmic-ray positron and electron spectra separately, between 20 and 130 GeV,
using the Earth's magnetic field as a charge discriminator

•Two independent methods of background subtraction produce consistent results
•The observed positron fraction is consistent with the one measured by PAMELA

Differences between different experiments below few GeV’s probably due to charge-sign-dependent modulation
but still under study

Positron Fraction

Fermi Coll., PRL, 108  (2012) 011103  arXiv:1109.0521

   Aldo Morselli,  INFN Roma Tor Vergata 13

Under reasonable assumptions, electron/positron emission from pulsars

offers a viable interpretation of Fermi CRE data which is also consistent with the HESS 

and Pamela results.  D.Grasso et al. Astropart. Phys. 32 (2009), pp.140 [arXiv:0905.0636]

What if we randomly vary the pulsar parameters
relevant for e+e- production?

(injection spectrum, e+e- production efficiency, PWN “trapping” time)

Pulsars? [Blasi, Hooper, 
Serpico; Profumo; Cholis, 

Gelfand, Malyshev...] 
D.Grasso et al. Astropart. Phys. 32 
(2009), pp.140 [arXiv:0905.0636]



   Aldo Morselli,  INFN Roma Tor Vergata 13

Under reasonable assumptions, electron/positron emission from pulsars

offers a viable interpretation of Fermi CRE data which is also consistent with the HESS 

and Pamela results.  D.Grasso et al. Astropart. Phys. 32 (2009), pp.140 [arXiv:0905.0636]

What if we randomly vary the pulsar parameters
relevant for e+e- production?

(injection spectrum, e+e- production efficiency, PWN “trapping” time)Positron Fraction

Are we turning everything to 11?



   Aldo Morselli,  INFN Roma Tor Vergata 14

Cosmic Ray Electrons
Anisotropy

No#anisotropy,map

Flight,data,sky,map

Significance,map

the levels of anisotropy expected for Geminga-like
and Monogem-like sources (i.e. sources with similar
distances and ages) seem to be higher than the
scale of anisotropies excluded by the results
However, it is worth to point out that the model
results are affected by large uncertainties related
to the choice of the free parameters

Distribu;on,of,significance,
fi>ed,by,a,Gaussian

Fermi Coll. Physical Review D 82,
 092003 (2010) [arXiv:1008.5119]

   Aldo Morselli,  INFN Roma Tor Vergata 15

electron + positron expected anisotropy in the
directions of Monogem and Vela

Monogem

VelaFermi/LAT ULs

GALPROP spectrum

Fermi Coll. Physical Review D 82,
 092003 (2010) [arXiv:1008.5119]



PULSARS & POSITRONS

• Pulsars remain the best explanation of the PAMELA/
Fermi excess (i.e., we know there are pulsars and they 
make e+e-)

• They have not taken it upon themselves to demonstrate 
that they are, in fact, the origin (spectral breaks, 
anisotropies)



GIVE UP?

• Pulsars leading candidate - tough to prove

• Could still be DM - too important not to check

• Has also not taken advantage of opportunities to 
present itself (galactic center, diffuse background...)

• how do we test?



should have some result in 2013...
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Ruled out by WMAP5

Planck
forecast CVL
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 1 XDM µ+µ- 2500 GeV, BF = 2300
 2 µ+µ- 1500 GeV, BF = 1100
 3 XDM µ+µ- 2500 GeV, BF = 1000
 4 XDM e+e- 1000 GeV, BF = 300
 5 XDM 4:4:1 1000 GeV, BF = 420
 6 e+e- 700 GeV, BF = 220
 7 µ+µ- 1500 GeV, BF = 560
 8 XDM 1:1:2 1500 GeV, BF = 400
 9 XDM µ+µ- 400 GeV, BF = 110
10 µ+µ- 250 GeV, BF = 81
11 W+W- 200 GeV, BF = 66
12 XDM e+e- 150 GeV, BF = 16
13 e+e- 100 GeV, BF = 10

FIG. 6: Constraints on the annihilation cross-section 〈σAv〉
the efficiency factor f . The dark blue area is excluded by
WMAP5 data at 95% confidence, whereas the lighter blue
area shows the region of parameter space that will be probed
by Planck. The cyan area is the zone that can ultimately be
explored by a cosmic variance limited experiment with angu-
lar resolution comparable to Planck. Constraints are taken
from [42] (Fig. 4). The data points indicate the positions of
models which fit the observed cosmic-ray excesses, as fitted in
[20, 55]. Squares: PAMELA only. Diamonds: PAMELA and
Fermi. Crosses: PAMELA and ATIC. Error bars indicate the
factor-of-4 uncertainty in the required boost factor due to un-
certainties in the local dark matter density (any substructure
contributions are not taken into account). For models labeled
by “XDM” followed by a ratio, the annihilation is through an
XDM intermediate light state to electrons, muons and pions
in the given ratio (e.g. “XDM 4:4:1” corresponds to 4:4:1
annihilation to e+e−, µ+µ− and π+π−).

by WMAP5 constraints, either the enhancement must
be saturated over the redshift range in question (z ∼
100 − 4000), or α or f(z) must be extremely small – in
which case the model could not explain the cosmic-ray
anomalies described in the Introduction. For the models
of greatest interest, the enhancement S thus provides a
constant boost factor to the annihilation cross section at
z ∼ 1000, and our constraints apply directly.

At redshift z, the CMB temperature is ∼ 2.35 ×
10−4(1 + z) eV. This places an upper bound on the tem-
perature of the DM: however, after kinetic decoupling
the DM temperature evolves adiabatically as T ∝ z2,
and thus the WIMPs can be much colder than the pho-
ton temperature. [42] suggests v/c ∼ 10−8 at z ∼ 1000
for a 100 GeV WIMP.

If the enhancement is still unsaturated at such low ve-
locities, then the force carrier must be extremely light
compared to the WIMP mass. For the models recently
proposed in the literature [21, 23, 25, 57], the enhance-
ment has always saturated by this point as the force carri-
ers are much heavier than 10−8MDM. Other constraints
on models with very low-mass mediators also exist: as

one example, a 1/v enhancement which saturates at too
low a velocity can also cause runaway annihilations in
the first DM halos at the onset of structure formation
[58]. Furthermore, as shown in Fig. 6, models which fit
the recently observed cosmic-ray anomalies are already
close to being ruled out by WMAP5. If the Sommer-
feld enhancement in such models has not saturated by
(v/c) ∼ 10−8, this implies an effective cross section at re-
combination ∼ 4 − 5 orders of magnitude higher than in
the present-day Galactic halo. Such models are therefore
strongly excluded by WMAP5. Similarly, if the WIMP
annihilates to the same particle which mediates the Som-
merfeld enhancement, then in order for the enhancement
to evade the constraints in Fig. 6, the coupling α between
the WIMP and the force carrier must be extremely small
– reducing the annihilation cross section at freeze-out to
unacceptable levels for a thermal relic. Thus for a broad
range of well motivated models, it is self-consistent to as-
sume that the Sommerfeld enhancement is saturated for
the redshift range of interest (z ∼ 100 − 4000).

We can write the 95 % confidence limits from WMAP5
in terms of constraints on the total cross section,

〈σAv〉saturated <
3.6 × 10−24cm3/s

f

(

MDMc2

1TeV

)

, (6)

or as constraints on the maximum saturated enhance-
ment, relative to the thermal relic cross section 〈σAv〉 =
3 × 10−26 cm3/s,

Smax <
120

f

(

MDMc2

1TeV

)

. (7)

In both cases values of f for the different channels are
given in Table I.

These results directly limit the maximum boost fac-
tor possible from substructure, in Sommerfeld-enhanced
models. There has recently been considerable interest
in possible annihilation signals from dark matter sub-
halos, where the DM velocity dispersion is reduced and
the Sommerfeld-enhanced cross section is boosted (e.g.
[59, 60, 61, 62]). However, the saturated cross section
cannot be much larger than that required to fit the cos-
mic ray anomalies, so for models which fit the cosmic ray
anomalies, the lower velocity dispersion in subhalos will
not result in a higher annihilation cross section.

2. Sommerfeld-enhanced models fitting cosmic ray excesses

In Sommerfeld-enhanced models which produce the ob-
served excesses in e+e− cosmic rays, the saturation of
the enhancement is even more constrained than in the
general case. Since the cross sections required to fit
the cosmic ray anomalies are already nearly excluded by
WMAP5, as shown in Fig. 6, the enhancement must al-
ready be close to saturation at v ∼ 150 km/s (5×10−4c),
the estimated local WIMP velocity dispersion. Astro-
physical uncertainties – in the propagation of cosmic rays,

Slatyer, Padmanabhan, Finkbeiner, ’09

Padmanabhan + Finkbeiner, ’05; Galli, 
Bertone, Iocco, Melchiori, ’09; Slatyer, 

Padmanabhan, Finkbeiner, ’09
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FIG. 5: CMB power spectra for three different DM annihilation models, with power injection normalized to that of a 1 GeV
WIMP with thermal relic cross section and f = 1, compared to a baseline model with no DM annihilation. The models give
similar results for the TT (left), TE (middle), and EE (right) power spectra. This suggests that the CMB is sensitive to only
one parameter, the average power injected around recombination. All curves employ the WMAP5 fiducial cosmology: the
effects of DM annihilation can be compensated to a large degree by adjusting ns and σ8 [4].

known to within a factor of ∼ 2 (which is then squared
to determine the annihilation rate), and density enhance-
ments from local substructure could also contribute an
O(1) boost to the cosmic-ray flux. The excess measured
by Fermi requires generically smaller boost factors than
ATIC, by a factor of ∼ 2 − 3: such models are not ruled
out by WMAP5 even without taking into account astro-
physical uncertainties, but will be constrained by Planck.

The degree of uniformity between the models should
not be surprising, despite the wide range of masses and
boost factors. The variations in f(z) between different
channels arise in large part from the energy carried away
by annihilation products other than photons and elec-
trons – but these annihilation products also do not con-
tribute to the cosmic-ray excesses measured at ATIC and
PAMELA. The cosmic-ray excesses are more sensitive
measures of the high-energy spectrum of the annihilation
products than the CMB, whereas the CMB is sensitive to
soft photons and electrons which may be absorbed into
the background in cosmic-ray measurements, but to a
first approximation both measurements are simply prob-
ing the total power in electrons (at least when the power
in photons produced by annihilation is small).

B. Implications for Sommerfeld-enhanced DM
annihilation

As described in the Introduction, the CMB has the po-
tential to act as an especially sensitive probe of DM mod-
els with Sommerfeld-enhanced annihilation. The sim-
plest example of the Sommerfeld enhancement with a
massive mediator is the case of WIMPs interacting via a
Yukawa potential. More complicated models can contain
small mass splittings among the dark sector particles,

and multiple light force carriers (e.g. [23]), but in this
work we will consider only the simplest case.

If the dark matter particle couples to a scalar media-
tor φ with coupling strength λ, then the enhancement is
solely determined by the dimensionless parameters,

εv =
(v/c)

α
, εφ =

mφ

αMDM
, (5)

where α = λ2/4π. In the limit where the φ mass goes to
zero (εφ → 0), the enhancement to the annihilation cross
section – denoted S – can be determined analytically, and
S ∼ π/εv at low velocities. For nonzero εφ, there are two
important qualitative differences. The first is that the
Sommerfeld enhancement saturates at low velocity–the
attractive force has a finite range, and this limits how
large the enhancement can become. Once the deBroglie
wavelength of the particle (MDMv)−1 exceeds the range
of the interaction m−1

φ , or equivalently once εv drops
beneath εφ, the Sommerfeld enhancement saturates at
S ∼ 1

εφ
[23]. The second effect is that for specific values

of εφ, resonances occur where the enhancement scales as
∼ 1/ε2v instead of ∼ 1/εv, potentially increasing the en-
hancement factor by several orders of magnitude. In the
resonant case the velocity at which the enhancement sat-
urates is also smaller than in the non-resonant case (for
the same value of εφ).

1. Saturation of the enhancement

At first glance it might appear that our calculation
would not apply to Sommerfeld-enhanced models, due
to the variation of the enhancement with velocity, since
we have assumed a constant 〈σAv〉 with respect to z.
However, for models which are not already ruled out

From injection to absorption
• High-energy photons = very poor ionizers.

• However, can cool via pair production, photon-
photon scattering, Compton scattering, 
redshifting.

• Much of energy partitioned into sub-keV 
photons, which ionize gas efficiently.

• Numerically map out this transfer function from 
injection to absorption (using code developed for 
TRS, Finkbeiner & Padmanabhan 0906.1197).

• For each initial redshift and energy at which 
particle is injected, and for each species (photons, 
electrons, positrons), compute absorption history 
as a function of redshift.

Injected γ ray

H, He

e-

e+

e-

e-

e-

CMB
e-

Schematic of a typical cascade: 
initial γ-ray 

-> pair production 
-> ICS producing a new γ 

-> inelastic Compton scattering
-> photoionization

  
  

talk by T. Slatyer



MODELS FOR PAMELA

• Dark Matter Explanations for PAMELA are tough

• Large rates

• Large rates into e+e-

• Low rates into antiprotons
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a)

χ

χ

φ

φ

φ
...

mφ ∼ GeV

b)

χ

χ

φ

φ

FIG. 3: The annihilation diagrams χχ → φφ both with (a) and without (b) the Sommerfeld enhancements.

for ordinary WIMP annihilations, mediated by W/Z/γ exchange).

Because of the presence of a new light state, the annihilation χχ → φφ can, and naturally will, be significant. In

order not to spoil the success of nucleosynthesis, we cannot have very light new states in this sector, with a mass <∼ 10

MeV, in thermal equilibrium with the standard model; the simplest picture is therefore that all the light states in the

dark sector have a mass ∼ GeV. Without any special symmetries, there is no reason for any of these particles to be

exactly stable, and the lightest ones can therefore only decay back to standard model states, indeed many SM states

are also likely kinematically inaccessible, thus favoring ones that produce high energy positrons and electrons. This

mechanism was first utilized in [19] to generate a large positron signal with smaller π0 and p̄ signals. Consequently, an

important question is the tendency of φ to decay to leptons. This is a simple matter of how φ couples to the standard

model. (A more detailed discussion of this can be found in [30].)

A scalar φ can couple with a dilaton-like coupling φFµνFµν , which will produce photons and hadrons (via gluons).

Such a possibility will generally fail to produce a hard e+e− spectrum. A more promising approach would be to mix

φ with the standard model Higgs with a term κφ2h†h. Should φ acquire a vev 〈φ〉 ∼ mφ, then we yield a small mixing

with the standard model Higgs, and the φ will decay into the heaviest fermion pair available. For mφ
<∼ 200 MeV

it will decay directly to e+e−, while for 200 MeV<∼ mφ
<∼ 250 MeV, φ will decay dominantly to muons. Above that

hadronic states appear, and pion modes will dominate. Both e+e− and µ+µ− give good fits to the PAMELA data,

while e+e− gives a better fit to PAMELA+ATIC.

A pseudoscalar, while not yielding a Sommerfeld enhancement, could naturally be present in this new sector. Such

a particle would typically couple to the heaviest particle available, or through the axion analog of the dilaton coupling

above. Consequently, the decays of a pseudoscalar would be similar to those of the scalar.

A vector boson will naturally mix with electromagnetism via the operator F ′
µνFµν . This possibility was considered

some time ago in [40]. Such an operator will cause a vector φµ to couple directly to charge. Thus, for mφ
<∼ 2mµ it

will decay to e+e−, while for 2mµ
<∼ mφ

<∼ 2mπ it will decay equally to e+e− and µ+µ−. Above 2mπ, it will decay

40% e+e−, 40%µ+µ− and 20%π+π−. At these masses, no direct decays into π0’s will occur because they are neutral

and the hadrons are the appropriate degrees of freedom. At higher masses, where quarks and QCD are the appropriate

degrees of freedom, the φ will decay to quarks, producing a wider range of hadronic states, including π0’s, and, at

suitably high masses mφ
>∼ 2 GeV, antiprotons as well [66]. In addition to XDM [18], some other important examples

of theories under which dark matter interacts with new forces include WIMPless models [41], mirror dark matter [42]

and secluded dark matter [43].

Note that, while these interactions between the sectors can be small, they are all large enough to keep the dark

and standard model sectors in thermal equilibrium down to temperatures far beneath the dark matter mass, and (as

mentioned in the previous section), we can naturally get the correct thermal relic abundance with a weak-scale dark

matter mass and perturbative annihilation cross sections. Kinetic equilibrium in these models is naturally maintained

down to the temperature TCMB ∼ mφ [44].

TeV

GeV

generates hard leptons by annihilations into a light 
mediator, no anti-protons

φ

l−

l+

Realization: We are amazingly ignorant of weakly 
coupled GeV scale physics!

Finkbeiner+NW ’07; Pospelov, Ritz, Voloshin ’08; Arkani-
Hamed, Finkbeiner, Slatyer, NW ’09; Pospelov+Ritz ’09; 

Nomura+Thaler ’09 

search for this
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the Galactic Center is significantly di↵erent from those
observed elsewhere, it does not appear to be possible to
account for the observed signal with pulsars. Further-
more, it is also di�cult to accommodate the very spa-
tially concentrated morphology of the observed gamma-
ray emission with pulsars. To match the observed an-
gular distribution of this signal, the number density of
pulsars would have to fall o↵ with the distance to the
Galactic Center at least as rapidly as r�2.5. In contrast,
within the innermost parsec of the Galactic Center, the
stellar density has been observed to fall o↵ only about
half as rapidly, r�1.25 [42]. Even modest pulsar kicks of
⇠ 100 km/s would allow a pulsar 10 pc from the Galac-
tic Center to escape the region, consequently broadening
the angular width of the signal. Unlike with most astro-
physical sources or mechanisms, annihilating dark matter
produces a flux of gamma-rays that scales with its den-
sity squared, and thus can much more easily account for
the high concentration of the observed signal from the
Galactic Center.

C. Synchrotron Emission From The Inner Galaxy’s
Radio Filaments

If dark matter annihilations produce mostly charged
leptons, as implied by the Galactic Center’s gamma-ray
spectrum, then electrons and positrons should carry away
much of the total power produced in this process. Elec-
tron and positron cosmic rays lose much of their energy to
synchrotron emission, providing a potentially detectable
signal for telescopes operating at radio and microwave
frequencies [43].

Particularly promising sources of dark matter-powered
synchrotron emission are the peculiar astrophysical ob-
jects known as non-thermal radio filaments. Radio fil-
aments are long (⇠40 pc) and thin (⇠1 pc) structures,
found at distances between 10 and 200 pc from the Galac-
tic center. The very hard spectra of highly polarized ra-
dio synchrotron emission observed from these objects [44]
imply that they contain highly ordered poloidal magnetic
fields of strength on the order of ⇠100 µG [45]. These
strong and highly ordered magnetic fields lead the fil-
aments to act as magnetic mirrors, e�ciently rejecting
incident electrons and retaining those electrons within
their volumes.

The spectrum of electrons that must be contained
within the Milky Way’s radio filaments in order to pro-
duce their extremely hard synchrotron emission has long
been a challenge to explain astrophysically. Since the
1980s, observations of radio filaments have revealed a
turnover at ⇠10 GHz in the synchrotron spectrum, im-
plying an electron energy spectrum that is strongly
peaked (sometimes described in the radio astronomy lit-
erature as “monoenergetic” [46, 47]) at an energy of ap-
proximately ⇠10 GeV, propagating in a magnetic field
on the order of 100 µG [46, 48, 49]. The leading as-
trophysical mechanism proposed to explain these spectra

FIG. 3: The spectra of synchrotron emission observed from
the Milky Way’s non-thermal radio filaments imply that they
contain a spectrum of electrons/positrons that is strongly
peaked at energies near ⇠10 GeV. Here, we compare the ob-
served spectra of four particularly well measured radio fila-
ments [56] to that predicted from dark matter annihilations
(mDM = 10 GeV, annihilating equally to e+e�, µ+µ� and
⌧+⌧� with �v = 7 ⇥ 10�27 cm3 s�1) compared to the ob-
served intensity and spectrum of G0.2-0.0 (the Radio Arc, top
left), G0.08+0.15 (Northern Thread, top right), G0.16-0.14
(Arc Filament, bottom left) and G359.1-0.2 (the Snake, bot-
tom right). The magnetic field strengths, filamentary widths,
and synchrotron energy loss times have been chosen to ac-
commodate each filament. This figure was adapted from one
originally appearing in Ref. [14].

involves magnetic reconnection zones that are formed in
collisions between radio filaments and molecular clouds,
leading to an electric potential capable of accelerating
electrons to their required energy [47, 50]. This scenario
fails, however, to explain why so many observed radio fil-
aments exhibit such similar spectra [51] (especially those
without associations with molecular clouds [52, 53]). Fur-
thermore, recent simulations find that it is unlikely that
such a mechanism would be capable of accelerating elec-
trons to energies much above 10 MeV, several orders of
magnitude below that needed to explain the observed
synchrotron signal [54, 55].
While astrophysical mechanisms struggle to explain

the strongly peaked spectrum of ⇠10 GeV electrons
present within the Milky Way’s radio filaments, the anni-
hilations of 10 GeV dark matter particles to leptons (in-
cluding to e

+
e

�) can easily accommodate the observed
spectra. In Fig. 3, the spectrum of radio emission ob-
served from four particularly well measured filaments [56]
is compared to the synchrotron flux and spectrum pre-
dicted from the electrons produced through the annihi-
lations of a 10 GeV dark matter particle. As in the pre-

Goodenough, Hooper; Hooper + Linden;...



 We can look for Higgsstrahlung 
 
 
 
 
 
 
 
 

 Has the advantage of being suppressed only by ε2. 
 Search for                                         combinations. 

What are we looking for? 

July 2012 9 

e+ 

e− 

H
ad

ro
ns

 

Accessible final states 
depend on mass of A' 

Related Dark Mater Searches: see talk by Y. Kolomensky  

A' = dark photon,  h' = dark Higgs 

A NEW CONNECTION TO 
DARK MATTER: DARK FORCES

Limits on αD/α 
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Solid:     αD = 1/137 
Dashed: αD = 1 

Talk by Bevan
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136 New light, weakly-coupled particles
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Figure 6-2. Parameter space for hidden-photons (A0) with mass mA0 > 1 MeV (see Fig. 6-3 for mA0 .
1MeV). Shown are existing 90% confidence level limits from the SLAC and Fermilab beam dump experiments
E137, E141, and E774 [86, 87, 88, 36] the muon anomalous magnetic moment aµ [59], KLOE [54], the test
run results reported by APEX [40] and MAMI [42], an estimate using a BaBar result [36, 47, 148], and a
constraint from supernova cooling [36] (see also [37]). In the green band, the A0 can explain the observed
discrepancy between the calculated and measured muon anomalous magnetic moment [59] at 90% confidence
level. Projected sensitivities are shown for the full APEX run [39], HPS [41], DarkLight [38], and VEPP-
3 [43]. MAMI has plans (not shown) to probe similar parameter regions as these experiments. Existing
and future e+e� colliders such as BABAR, BELLE, KLOE, SuperB, BELLE-2, and KLOE-2 can also probe
large parts of the parameter space for ✏ & 10

�4 � 10

�3; their reach is also not explicitly shown.

parts of the parameter space for ✏ & 10�4 � 10�3, and include BABAR, Belle, KLOE, SuperB, Belle-2, and
KLOE-2 (the figure only shows existing constraints, and no future sensitivity). Proton colliders such as the
LHC and Tevatron can also see remarkable signatures for light hidden-sectors [46]. This rich experimental
program is discussed in more detail in §6.3.

For mA0 < 1 MeV, the A0 decay to e+e� is kinematically forbidden, and only a much slower decay to
three photons is allowed. Fig. 6-3 shows the constraints, theoretically and phenomenologically motivated
regions, and some soon-to-be-probed parameter space. At very low masses, the most prominent implication
of kinetic mixing is that, similar to neutrino mixing, the propagation and the interaction eigenstates are
misaligned, giving rise to the phenomenon of photon $ A0 oscillations [60]. In the early universe, these
oscillations convert thermal photons into A0 bosons, generating a “hidden Cosmic Microwave Background”
(hCMB) [61]. For ⇠ meV masses and ✏ ⇠ 10�6, they occur resonantly after big bang nucleosynthesis
and before the decoupling of the CMB, and the corresponding hCMB could lead to an apparent increase

Fundamental Physics at the Intensity Frontier
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Some of the most 
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constraints on CP-
odd Higgs to date 
at low A0 mass
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FIG. 4: The 90% CL upper limits on the product of branch-
ing fractions B(Υ (1S) → γA0) × B(A0 → µ+µ−) for (a) the
Υ (2S) dataset, (b) the Υ (3S) dataset and (c) the combined
Υ (2S, 3S) dataset.
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Long-lived particles → lepton-jets in muon system

● “Lepton-jet”:
collimated group of electrons, muons, pions from decay
to a new, light hidden-sector particles (“dark-photon”)

● Trigger: 3 muons in MS, pt>6 GeV

– Efficiency ~ 30% (relative to offline)

● Need a dark photon to give 
2 L1 trigger muon regions

● Compare to J/ψ data for systematic

For dark-photon mass of 0.4 GeV:
BR(e,mu,pi)=0.45,0.45,0.1
~20% have two muon-jets

1.94 /fb of 2011 7 TeV pp data used

ATLAS-CONF-2012-112
(to appear soon...)
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Long-lived particles → lepton-jets in muon system

● Set limits on signal vs.
dark-photon decay length

(weak dependence on m
H
)

Exclude γ
d
 proper decay

lengths ~1 – 500 mm for 

100% BR(H → γ
d 
γ

d
)

Talk by A. Haas



POSITRONS AND DARK 
FORCES

• the PAMELA excess is challenging to achieve with dark 
matter, but viable scenarios exist

• hasn’t shown up elsewhere yet 

• CMB test (hopefully) in 2013

• Dark forces easy to come by, esp in SUSY theories => 
should keep looking regardless



POSITRONS ARE TOO MESSY 

“The only really convincing signal of DM would be a 
monoenergetic line. Nothing can fake that.” 

- Almost everyone



   Aldo Morselli,  INFN Roma Tor Vergata 50

A line at ~ 130 GeV ?

Weniger arXiv:1204.2797Bringmann et al ’12; Weniger ’12; Tempel, Hektor, Raidal 
’12; Linden + Profumo ’12;  Boyarsky, Malyshev, 

Ruchayski ’12; Finkbeiner + Su ’12
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Fig. 3.— All-sky CLEAN 3.7 year maps in 5 energy bins, and a residual map (lower right). The residual map is the 120− 140 GeV map
minus a background estimate, taken to be the average of the other 4 maps where the average is computed in E2dN/dE units. This simple
background estimate is sufficient to remove the Galactic plane and most of the large-scale diffuse structures and even bright point sources.
A cuspy structure toward the Galactic center is revealed as the only significant structure in the residual gamma-ray map. All of the maps
are smoothed with a Gaussian kernel of FWHM = 10◦ without source subtraction.

year with no trials factor, and we summarize our main
findings in Section 9.

2. MAP CONSTRUCTION

For this project, we constructed full-sky maps from the
LAT event files as in our previous work (Dobler et al.
2010; Su et al. 2010; Su & Finkbeiner 2012), except that
we now use 3.7 years of Pass 7 (P7 V6) data.

2.1. Fermi data selection

The Fermi LAT is a pair-conversion telescope, in which
incoming photons convert to e+e− pairs, which are then
tracked through the detector. The arrival direction and
energy of each event are reconstructed, and the time of
arrival recorded. Event files for every week of the mission
are available on the Internet, and it is from these files
that we build our maps.
The point spread function (PSF) is about 0.8◦ for 68%

containment at 1 GeV and decreases with energy as r68 ∼
E−0.8, asymptoting to ∼ 0.2◦ at high energy. The LAT
is designed to survey the gamma-ray sky in the energy
range from about 20 MeV to several hundreds of GeV.
We use the latest publicly available data and instru-

ment response functions, known as Pass 7 (P7 V6)4. For
most figures in this work we use the CLEAN event class,
which has larger effective area than ULTRACLEAN and
lower background than SOURCE. In a few cases, we show
figures made with ULTRACLEAN or SOURCE events as ev-
idence that this choice has no qualitative effect on our
results.
Photons coming from the bright limb at Earth’s

horizon, dominantly produced by grazing-incidence CR
showers in the atmosphere, are a potential source of con-
tamination. We minimize this background by selecting
events with zenith angle less than 100◦ as suggested in
the Fermi Cicerone5. We also exclude some time in-
tervals, primarily while Fermi passes through the South
Atlantic Anomaly.

2.2. Map making

We generate full-sky maps of counts and exposure us-
ing HEALPix, a convenient equal-area iso-latitude full-

4 Details at http://fermi.gsfc.nasa.gov/ssc/data/analysis/
documentation/Pass7 usage.html

5 http://fermi.gsfc.nasa.gov/ssc/data/analysis/documentation/.

Finkbeiner + Su ’12
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Fig. 8.— Spatial templates used in the Poisson likelihood analysis. Upper left: Galactic disk template, upper right: Fermi bubble
template, lower left: gamma-ray cuspy template as a Gaussian distribution with FWHM = 4◦, lower right: outer ring template as a
Gaussian distribution with FWHM = 10◦, but masking out the central region where the gamma-ray cuspy template is. In Figure 9 and
Figure 11, we split the Fermi bubble template into two components one with |b| > 30◦ and the other with |b| < 30◦.

GeV maps from the 120 − 140 GeV map, or only sub-
tracting 140 − 160 GeV and 160 − 180 GeV maps, and
we obtained similar residual structure toward the Galac-
tic center. We also repeat this exercise using SOURCE

and ULTRACLEAN event classes and the residual maps are
shown in Figure 5. The GC excess is similar in each
case, and the rest of the gamma-ray sky is consistent
with Poisson noise. This excess at ∼ 120 − 140 GeV
strongly suggests a novel diffuse gamma-ray component
toward the Galactic center with unusual spectrum. Fur-
thermore, this energy range coincides with the recently
suggested tentative signature of gamma-ray excess at 130
GeV (Bringmann et al. 2012; Weniger 2012), which is un-
der active debate in the literature (Boyarsky et al. 2012;
Tempel et al. 2012; Profumo & Linden 2012). Assuming
the distance to the Galactic center is R! = 8.5 kpc, the
size of the gamma-ray cusp is ! 1 kpc.
We show in Figure 6 the difference map between the

average map of 80− 100 GeV and 160− 180 GeV maps
and the average map of 100 − 120 GeV and 140 − 160
GeV maps. The difference map is consistent with Pois-
son noise and no diffuse gamma-ray excess toward the
inner Galaxy is visible. In order to test whether the ex-
cess is due to residual cosmic ray contamination, we sub-
tract ULTRACLEAN sky maps from SOURCE sky maps. This
residual map should be mostly dominated by cosmic rays
since a large fraction of the real gamma-ray photons have
been removed. Indeed, Figure 7 demonstrates that there
is no excess toward the inner Galaxy in this map, thus
we can rule out the possibility that the central excess is
due to cosmic ray contamination in the LAT data.
Toward the inner Galaxy, the Fermi bubbles extend

∼ 50◦ above and below the Galactic center, with a width
of ∼ 40◦ in longitude. The gamma-ray emission associ-
ated with these bubbles has a significantly harder spec-
trum (dN/dE ∼ E−2) than the inverse Compton emis-

Template Analysis
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Fig. 10.— Left panel: Spectral energy distributions of the templates listed in the figure legend. In the left panel, we use CLEAN events with
|b| > 1◦ and all longitudes. Besides the disk-correlated emission (green), uniform emission (brown), and the Fermi bubble template (blue),
the cusp component modeled as a FWHM = 4◦ Gaussian in the GC (red) has been included. Vertical bars show the marginalized 68%
confidence range derived from the parameter covariance matrix for the template coefficients in each energy bin. Arrows indicate 1σ upper
limits. For reference, we overplot lines centered at 111 GeV and 129 GeV (dotted cyan) convolved with a three-Gaussian approximation of
the LAT instrumental response (Edmonds 2011), and their sum (dotted black). The line centers and amplitudes are determined from a fit
to the spectrum in the right panel (see text). Right panel: the same as the left panel but using data masking out |b| < 5◦ and |l| > 6◦.
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bubble template into two regions one with |b| > 30◦ and the other
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of the Fermi-LAT at E ! 100 GeV, the spectral excess
at 110 " E " 140 GeV is consistent with emission from
one or two lines after considering the line-spread func-
tion (LSF) (Edmonds 2011), which strongly suggests the
novel nature of the gamma-ray cusp as no known astro-
physical process can produce this feature. Except for
unexpected instrumental systematics or an increasingly

unlikely statistical fluke, a dark matter annihilation sig-
nal from the inner Galaxy is the most likely explanation.
In another variant of the fit, we split the bubble template
into two independent components in the fitting, high lat-
itude (|b| > 30◦) and low latitude (|b| < 30◦). The pur-
pose is to demonstrate that the low latitude bubble is
also independent from the gamma-ray cusp. Again, we
find no sign of a bump in the spectra of other diffuse
gamma-ray components, but the cusp has a spectrum
with an excess at 110− 140 GeV and is consistent with
zero in the other bins (Figure 11). Instead of using CLEAN
class, we have tried using SOURCE class for the likelihood
analysis, and obtained similar results (Figure 12).
The energy spectrum of the cusp is consistent with

a single spectral line (at energy 127.0 ± 2.0 GeV with
χ2 = 4.48 for 4 d.o.f.). But a pair of lines at 110.8± 4.4
GeV and 128.8±2.7 GeV provides a marginally better fit
(with χ2 = 1.25 for 2 d.o.f.). We have compared the best
fit one line and two line profile with the measured en-
ergy spectrum in Figure 13. The observation is compat-
ible with a 140.8± 2.8 GeV WIMP annihilating through
γZ and γh assuming mh = 125 GeV (with χ2 = 3.33
for 3 d.o.f.) or a 127.3 ± 2.7 GeV WIMP annihilating
through γγ and γZ (with χ2 = 1.67 for 3 d.o.f.) (e.g.,
Weiner & Yavin 2012).
The gamma-ray cusp appears to possess a symmetric

distribution around the Galactic center. To investigate
whether there is any more extended cusp component con-
tributing the excess at 120 − 140 GeV, we include an
extra “outer ring” template as shown in Figure 8. The
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GeV maps from the 120 − 140 GeV map, or only sub-
tracting 140 − 160 GeV and 160 − 180 GeV maps, and
we obtained similar residual structure toward the Galac-
tic center. We also repeat this exercise using SOURCE

and ULTRACLEAN event classes and the residual maps are
shown in Figure 5. The GC excess is similar in each
case, and the rest of the gamma-ray sky is consistent
with Poisson noise. This excess at ∼ 120 − 140 GeV
strongly suggests a novel diffuse gamma-ray component
toward the Galactic center with unusual spectrum. Fur-
thermore, this energy range coincides with the recently
suggested tentative signature of gamma-ray excess at 130
GeV (Bringmann et al. 2012; Weniger 2012), which is un-
der active debate in the literature (Boyarsky et al. 2012;
Tempel et al. 2012; Profumo & Linden 2012). Assuming
the distance to the Galactic center is R! = 8.5 kpc, the
size of the gamma-ray cusp is ! 1 kpc.
We show in Figure 6 the difference map between the

average map of 80− 100 GeV and 160− 180 GeV maps
and the average map of 100 − 120 GeV and 140 − 160
GeV maps. The difference map is consistent with Pois-
son noise and no diffuse gamma-ray excess toward the
inner Galaxy is visible. In order to test whether the ex-
cess is due to residual cosmic ray contamination, we sub-
tract ULTRACLEAN sky maps from SOURCE sky maps. This
residual map should be mostly dominated by cosmic rays
since a large fraction of the real gamma-ray photons have
been removed. Indeed, Figure 7 demonstrates that there
is no excess toward the inner Galaxy in this map, thus
we can rule out the possibility that the central excess is
due to cosmic ray contamination in the LAT data.
Toward the inner Galaxy, the Fermi bubbles extend

∼ 50◦ above and below the Galactic center, with a width
of ∼ 40◦ in longitude. The gamma-ray emission associ-
ated with these bubbles has a significantly harder spec-
trum (dN/dE ∼ E−2) than the inverse Compton emis-
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Here ✓� quantifies the relative coupling to the field strength of hypercharge in comparison to

that of SUW(2) and ⇤R is some high scale related to the cut-o↵ scale of the theory. We will

discuss UV realizations in a later section, but simple scenarios can arise either as a limit of

MiDM, or for instance integrating out a dilaton (or axi-dilaton). The interactions of Eq. (3)

are akin to the familiar interactions of photons with neutral atoms at long wavelengths that

lead to Rayleigh scattering. Hence we dub this scenario Rayleigh Dark Matter (RayDM).

This could be the entirety of the DM interaction with the standard model, but it also

serves as a reasonable form of the e↵ective operators responsible for � lines in many models

(even when they freeze out dominantly through other channels). The special form of this

interaction, which necessitates at least two force mediators, requires a reconsideration of the

basic processes by which we hope to detect dark matter and this constitutes a part of the

current work.

In this paper we set to explore these di↵erent possibilities for the interaction of Majorana

WIMPS with light. The paper is organized as follows: In section II we discuss in detail the

MiDM scenario including its signatures in gamma rays as well as the prospects for seeing

it in direct detection experiments; In section III we explore the phenomenology of RayDM;

Section IV is devoted to the prospects of collider searches for both MiDM as well as RayDM;

Finally, the main findings of this work are summarized in the conclusions, section V.
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(solid-black), m� = 130 GeV (dashed-red). The dotted-blue curve depicts the asymptotic formula

Eq. (18) which is independent of mass.
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scale to be somewhat larger than the WIMP mass. Nevertheless, since the WIMP mass is not

much lower than the Rayleigh scale, it may be appropriate to include a form-factor. Thinking

about RayDM as MiDM2 allows to resolve the 4-point interaction with the exchange of the

excited state �

⇤. Consulting the corresponding annihilation rates in MiDM, eqs. (9-11) we
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that of SUW(2) and ⇤R is some high scale related to the cut-o↵ scale of the theory. We will

discuss UV realizations in a later section, but simple scenarios can arise either as a limit of

MiDM, or for instance integrating out a dilaton (or axi-dilaton). The interactions of Eq. (3)

are akin to the familiar interactions of photons with neutral atoms at long wavelengths that

lead to Rayleigh scattering. Hence we dub this scenario Rayleigh Dark Matter (RayDM).

This could be the entirety of the DM interaction with the standard model, but it also

serves as a reasonable form of the e↵ective operators responsible for � lines in many models

(even when they freeze out dominantly through other channels). The special form of this

interaction, which necessitates at least two force mediators, requires a reconsideration of the

basic processes by which we hope to detect dark matter and this constitutes a part of the

current work.

In this paper we set to explore these di↵erent possibilities for the interaction of Majorana

WIMPS with light. The paper is organized as follows: In section II we discuss in detail the

MiDM scenario including its signatures in gamma rays as well as the prospects for seeing

it in direct detection experiments; In section III we explore the phenomenology of RayDM;

Section IV is devoted to the prospects of collider searches for both MiDM as well as RayDM;

Finally, the main findings of this work are summarized in the conclusions, section V.
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6

FIG. 2: Regions of 1, 2, and 3 � significance (filled contours) for ✓�Z/�� = arctan N�Z /N�� as a function of
mass for the case Nann = 0. The solid lines are contours of N�� + N�Z . The best fit point, marked with a
cross at m� = 130 GeV and ✓�Z/�� = 0, is given in Eq. (7).

Both [10] and [24] note that the presence of two lines at ⇠ 130 and 114 GeV is a slightly better
fit to the data; we reproduce the results in [24] when redoing our analysis with the data from [7].
However, for the region of interest analyzed in this work, the data prefer a single line at either 130
or 145 GeV, although two lines are consistent within 1 �.

III. CONTINUUM CONSTRAINT

Now that we have demonstrated the presence of a line (or pair of lines) in the Fermi data
at the Galactic Center, we explore correlated photon signals that are important for a wide class
of models. If the dark matter annihilates to Standard Model particles beyond �� and/or �Z,
additional photons are produced in the decay of these states. The Fermi data has been used
to place constraints on the resulting inclusive photon spectrum using a variety of methods [1–
6, 25, 26]. Currently, the strongest of these bounds comes from a search for � rays originating from
10 dwarf galaxies in the Milky Way over a 24 month period [3]. For annihilation to W bosons and
m� ' 130 GeV the bound is

�WW v . 10�25 cm3/s (Fermi dwarf Galaxy constraint). (8)

The constraint from stacked dwarfs rules out large regions of parameter space for models that can
potentially explain the 130 GeV � line. In the MSSM, for example, assuming the neutralino makes
up all the dark matter, this constraint rules out all models with 1

2��Zv +���v & O �
10�28 cm3/s

�
,

except for wino-bino mixed neutralinos.
Here, we derive a constraint on the ratio of the number of continuum photons to the number of

photons in the peak using the data from the Galactic Center. Specifically, we constrain the ratio

Rth ⌘ �ann

2 ��� + ��Z

, (9)

Typically have annihilations to other SM states

���WW, bb̄, ��, µµ

Often tree-level and much larger
Frequently produce many photons

For a specific final state can set a limit on

From the exact same region  
no astrophysics uncertainty

Thursday, July 5, 2012

Cohen, Lisanti, Slatyer & Wacker; 
Buchmuller + Garney; Cholis, Tavakoli, Ulio; SuperSaturation Limit
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contribution should not supersaturate the data. It is conservative in that it assumes that the
entirety of the photon spectrum is due to signal, with no background contribution.

The goal is to obtain the ratio between the total photon counts in the line, compared to the
total number of continuum photons. Figure 2 gives the number of photons that contribute to the
130 GeV � line, assuming Nann = 0 and for specific choices of m� and N�Z/N�� . For a given mass,
the point with the highest significance is used to determine N�� + N�Z .

Next, we need to derive a bound on Nann. In order to chose the optimal bin for comparison, we
need an estimate for the expected � continuum background in the range 5 GeV to 100 GeV. In the
absence of features in the �-ray data, the spectral index is expected to follow that of the proton
spectrum ↵p (see [28] and references therein). For concreteness, we use the measurement from the
PAMELA collaboration for the range Ep = 30�80 GeV: ↵p = 2.801±0.007 (stat) ±0.002 (syst)
[29]. Note that this is a local measurement and we are interested in the proton spectrum in
the center of the Galaxy. However, this gives an independent determination of the expected �
continuum spectral index that allows us to determine the bin that optimizes our bound, without
reference to the Fermi data.

Fig. 3 plots E2.8
� times the di↵erential continuum photon spectrum as a function of E� , where

E� is the photon energy, for W+W�, Z Z [black, solid], and bb [green, dashed] final states. The
shape is clearly similar for these final states. The location of this peak is approximately at 15 GeV
for W+W�; this tells us where we expect the continuum spectrum to peak over the power-law
background.

To compute the supersaturation constraint, we take a bin from 10� 20 GeV that contains 1578
photons, and apply a multiplicative correction of 0.94 to the number of photons to approximate
the di↵erence in the e↵ective area from this bin to the bin that includes the � line at 130 GeV.
For the masses of interest, the total photon counts in the peak(s) ranges from 29-31. Fig. 4 shows
Rob with 1 � error bars6 as a function of the dark matter mass. This result is for annihilation into
W+W� and Z Z. To good approximation, it can be applied to the b b final state as well. We only
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FIG. 4: The 95% C.L. excluded region for Rob, as defined in Eq. (10), versus m� assuming annihilation
into W+W�, Z Z for the supersaturation (left) and shape (right) analyses. For the supersaturation case,
the 1 � statistical error bars are dashed. The plotted mass range corresponds to the 2 � best fit region.
Note the di↵erent scale for the y-axes between plots; the shape analysis constraint is roughly O(10) stronger
than the supersaturation constraint. The constraints for bb̄ are similar. For comparison, Rth

wino ' 200 and
Rth

Higgsino ' 700. Pure wino and Higgsino dark matter are clearly excluded, as discussed in Sec. IV.
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To compute the error bar we assume

p
N statistical fluctuations in the number of photons in the peak and in the

continuum bin.

Excludes tree-level continuum annihilations 
with loop-level monochromatic annihilations

5

where 2� lnL = ��2 and the number of degrees of freedom (d.o.f.) is the number of fit parameters.
In Fig. 2, the 1, 2, and 3 � contours are given by � lnL = 1.76, 4.01, and 7.08 (3 d.o.f.). The
respective contours are � lnL = 2.36, 4.86, and 8.13 (4 d.o.f.) for Fig. 5.

Next, we use this statistical procedure to show that the photon spectrum in the region of interest
is consistent with the presence of a photon line. For now, we assume that the photon continuum
does not contribute to the signal, reserving the case where Nann > 0 for the next section. Scanning
over m� and

✓�Z/�� ⌘ arctan
N�Z

N��
, (6)

while maximizing over ↵, �, and N�� , we find that the best fit point corresponds to

�
m�/GeV, ↵, �, N�� , ✓�Z/��

 
max

= {130, 2.67, 0.90, 31.2, 0} . (7)

The significance of this point relative to the best fit null model (power-law background) with
{↵, �}null = {2.64, 0.97} is equal to 5.6 �.4 Redoing the fits over the energy range 80–200 GeV,
which corresponds to the energy range used in [7] and [10], we find that the best fit point has a
significance of 4.32 �, which is comparable to what was previously reported.

Fig. 1 shows the spectrum of photon counts in the region of interest. The solid red line corre-
sponds to the best fit model (7) obtained by maximizing the likelihood function over the energy
range from 5–200 GeV. The spectrum is well-characterized by a single falling power-law and a peak
at 130 GeV comprised of ⇠30 photons. Figure 2 shows the 1, 2, and 3 � contours for points in
the ✓�Z/�� � m� plane. The best fit point is marked by an “X.” There is a clear symmetry in the
significance contours, with regions about 130 and 145 GeV each within 1� of the best fit model.
For the case of a 145 GeV dark matter, all the photons in the 130 GeV line are due to dark matter
annihilation to �Z, which is why ✓�Z/�� is maximal and N�� is minimal.
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FIG. 1: Photon counts within 3� degrees of the Galactic Center (black dots). The solid red line shows
the best fit model given in Eq. (7), assuming no continuum contribution. The dashed black line shows the
continuum spectrum for a 130 GeV dark matter annihilating into W+W� (arbitrary normalization).
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The significance of this point relative to the best fit null model (power-law background) with
{↵, �}null = {2.64, 0.97} is equal to 5.6 �.4 Redoing the fits over the energy range 80–200 GeV,
which corresponds to the energy range used in [7] and [10], we find that the best fit point has a
significance of 4.32 �, which is comparable to what was previously reported.

Fig. 1 shows the spectrum of photon counts in the region of interest. The solid red line corre-
sponds to the best fit model (7) obtained by maximizing the likelihood function over the energy
range from 5–200 GeV. The spectrum is well-characterized by a single falling power-law and a peak
at 130 GeV comprised of ⇠30 photons. Figure 2 shows the 1, 2, and 3 � contours for points in
the ✓�Z/�� � m� plane. The best fit point is marked by an “X.” There is a clear symmetry in the
significance contours, with regions about 130 and 145 GeV each within 1� of the best fit model.
For the case of a 145 GeV dark matter, all the photons in the 130 GeV line are due to dark matter
annihilation to �Z, which is why ✓�Z/�� is maximal and N�� is minimal.
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FIG. 1: Photon counts within 3� degrees of the Galactic Center (black dots). The solid red line shows
the best fit model given in Eq. (7), assuming no continuum contribution. The dashed black line shows the
continuum spectrum for a 130 GeV dark matter annihilating into W+W� (arbitrary normalization).
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FIG. 6: We have plotted Rth = �ann/(2 ��� + ��Z ) as a function of the neutralino mass. Points with
wino fraction |ZW |2 > 0.99 are plotted in black, points with Higgsino fraction |ZHu |2 + |ZHd |2 > 0.99 and
tan � � 5 (tan � < 5) are plotted in blue (red), and points with max(��� , 1/2 ��Z ) > 10�32 cm3/s are
plotted in grey. We find a robust lower bound on �ann/(2 ��� + ��Z ) as a function of mass for neutralinos
with a large enough annihilation rate to �� and/or �Z to explain the 130 GeV line. For all points in this plot
�ann is dominated by some combination of �W W and �ZZ ; the limits derived in Sec. III for �� ! W+W�

are relevant.

The large spread in �ann/(2 ���+��Z ) for Higgsinos and small tan � is due to an interesting e↵ect
in the neutralino mass matrix — when tan � = 1 one of the Higgsino states is always pure. For µ
negative, this state is the lightest Higgsino. When this occurs, M2 is allowed to become small while
still maintaining the purity of the Higgsino. The most important consequence is that for lighter
M2, chargino and second neutralino mixing become non-trivial, lifting these masses above µ. This
suppresses the cross section to �� and �Z faster than that for annihilation to W+W� and ZZ.
This is why the red points are above the blue line. This demonstrates that there is a lower bound
on Rth in the decoupling limit with heavy sfermions, which is excluded by the constraint in Fig. 4.

If we relax these assumptions, ��� and ��Z change at the percent level and �ann is even less
a↵ected. Even when parameters are tuned so that the neutralino annihilation is dominated by the
A resonance, the increase in the total annihilation cross section is orders of magnitude more then
the increase in the rate for �� or �Z. Hence, the lower bound on Rth for dominantly wino/Higgsino
neutralinos is robust.

There is one final option to explore. In the limit that the sfermions are light, the bino is no
longer inert. In particular, we find for m� = 130 GeV and the slepton mass, m˜̀ = 200GeV

Bino:
���v ' few ⇥ 10�30 cm3/s;
��Zv ' few ⇥ 10�31 cm3/s;
�annv ' �`¯̀v ' few ⇥ 10�27 cm3/s.

=) Rth ⇠ 103. (13)

The analogous results of Fig. 4 for lepton final states rule this out. However, we have not performed
a comprehensive scan of the full parameter space that would guarantee that this prediction for Rth

is robust for the following reason. Recall that the value for ���v found in [7] for the Einasto profile
is 1.3⇥10�27 cm3/s. Even allowing the large uncertainty in the shape of the profile at the Galactic

Rth >� 200

Scanning throughout MSSM parameter space

Higgsino 

Wino 

Mixed

Thursday, July 5, 2012Models with sizable tree-level annihilation cannot 
yield this signal
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FIG. 6: The production of WIMPs at colliders is shown in Fig. 6(b) for the RayDM scenario.

When the Rayleigh scale is comparable or lower than the energies involved in the collision, the

Rayleigh operator must be resolved. In Fig. 6(a) we show the corresponding process in the case

where RayDM is the result of integrating out a heavy excited state in MiDM. In Fig. 6(c) we show

the the process in the case where the Rayleigh operator is resolved in terms of a new scalar. More

details on the UV completions are provided in the text.

general version of RayDM where the relative coupling of the scalar �̄� and pseudoscalar

�̄�

5

� to the field strengths is arbitrary. This is important in the case of comparing direct

detection rates (which are sensitive to the scalar piece) to indirect detection rates (which

are sensitive to the pseudoscalar piece). This distinction does not play an important role

for the purpose of collider phenomenology [21–23].

In this case, the distribution of the transverse momentum of the photon in the center of

mass frame is given by
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The couplings and the function ⇠(s) are defined after Eq. (25) above. Similar expressions
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 DM limit improvement estimate in 10 years with the
composite likelihood approach (2008- 2018)

• 10 years of data instead of
2(5x)
• 30 dSphs (3x) (supposing
that the new optical surveys
will find new dSph)
• -10% from spatial
extension (source extension
increases the signal region
at high energy
E > 10 GeV, M > 200 GeV )

• There are many assumptions in this prediction
• Doesn’t deal with a possible detections.Dwarf searches already probing 

interesting models
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Figure 1: Experimental model-independent residual rate of the single-hit scintillation
events, measured by DAMA/LIBRA,1,2,3,4,5,6 in the (2 – 4), (2 – 5) and (2 – 6)
keV energy intervals as a function of the time. The zero of the time scale is January
1st of the first year of data taking of the former DAMA/NaI experiment [15]. The
experimental points present the errors as vertical bars and the associated time bin
width as horizontal bars. The superimposed curves are the cosinusoidal functions
behaviors A cosω(t − t0) with a period T = 2π

ω = 1 yr, with a phase t0 = 152.5 day
(June 2nd) and with modulation amplitudes, A, equal to the central values obtained
by best fit over the whole data including also the exposure previously collected by
the former DAMA/NaI experiment: cumulative exposure is 1.17 ton × yr (see also
ref. [15] and refs. therein). The dashed vertical lines correspond to the maximum
expected for the DM signal (June 2nd), while the dotted vertical lines correspond to
the minimum. See text.
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FIG. 1. (color online). Comparison of the energy spectra
for the candidate events and background estimates, co-added
over the 8 detectors used in this analysis. The observed event
rate (error bars) agrees well with the electron-recoil back-
ground estimate (solid), which is a sum of the contributions
from zero-charge events (dashed), surface events (+), bulk
events (dash-dotted), and the 1.3 keV line (dotted). The se-
lection efficiencies have been applied to the background es-
timates for direct comparison with the observed rate, which
does not include a correction for the nuclear-recoil acceptance.
The inset shows the measured nuclear-recoil acceptance effi-
ciency, averaged over all detectors.

all selection cuts is shown in Fig. 1. Although the shape
of the observed spectrum is consistent with a WIMP sig-
nal, we expect that a significant number of the candidates
are due to unrejected electron recoils. Figure 2 shows
the distribution of candidates in the ionization-yield ver-
sus recoil-energy plane for T1Z5. Several populations of
events which can leak into the signal region at low energy
are apparent. For each population described below, we
measure the rate and energy spectrum in sidebands where
the contribution from low-mass WIMPs would be negligi-
ble, and extrapolate the observed spectrum to lower ener-
gies to estimate the leakage. The systematic errors intro-
duced by these extrapolations are potentially large and
are difficult to quantify. However, as shown in Fig. 1 and
discussed below, these simple extrapolations can plausi-
bly explain all the observed candidates.

Events with ionization energies consistent with noise
are seen below the nuclear-recoil band. Most or all
of these “zero-charge” events arise from electron recoils
near the edge of the detector, where the charge carri-
ers can be completely collected on the cylindrical wall
rather than on the readout electrodes. At recoil energies
!10 keV, these events can be rejected using a phonon-
based fiducial-volume cut. At lower energies, reconstruc-
tion of the event radius using phonon information is un-
reliable. To maintain acceptance of low-energy nuclear
recoils, some zero-charge events are not rejected at ener-
gies "5 keV where the ionization signal for nuclear recoils
becomes comparable to noise. By extrapolating the expo-
nential spectrum observed for zero-charge events above
5 keV, we estimate that they contribute ∼50% of the
candidate events.
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FIG. 2. (color online). Events in the ionization-yield
versus recoil-energy plane for T1Z5. Events within the
(+1.25,−0.5)σ nuclear-recoil band (solid) are WIMP candi-
dates (large dots). Events outside these bands (small, dark
dots) pass all selection criteria except the ionization-energy
requirement. The widths of the band edges denote variations
between data runs. Events from the 252Cf calibration data
are also shown (small, light dots). The recoil-energy scale as-
sumes the ionization signal is consistent with a nuclear recoil,
causing electron recoils to be shifted to higher recoil energies
and lower yields.

A second source of misidentified electron recoils comes
from events interacting near the detector surfaces, where
ionization collection may be incomplete. These events
are primarily concentrated just above the nuclear-recoil
band, with an increased fraction leaking into the sig-
nal region at low energies. For recoil energies !10 keV,
nearly all such surface events can be rejected [12] be-
cause they have faster-rising phonon pulses than nuclear
recoils in the bulk of the detector. This analysis does
not use phonon timing to reject these events since the
signal-to-noise is too low for this method to be effective
for recoil energies "5 keV. Extrapolating the exponen-
tial spectrum of surface events identified above 10 keV
implies that ∼15% of the candidates are surface electron
recoils.
At recoil energies "5 keV, the primary ionization-

based discrimination breaks down as the ionization sig-
nal becomes comparable to noise even for electron recoils
with fully collected charge. Extrapolating the roughly
constant electron-recoil spectrum observed above 5 keV
indicates that ∼10% of the observed candidates arise
from leakage of this background into the signal region.
Just above threshold, there is an additional contribution
to the constant electron-recoil spectrum from the 1.3 keV
line, which leaks above the 2 keV analysis threshold since
our recoil-energy estimate assumes the ionization signal
is consistent with a nuclear recoil. The measured in-
tensity of this line at ionization yields above the signal
region indicates that the 1.3 keV line accounts for ∼10%
of the observed candidates. T1Z5 has less expected leak-
age from these fully-collected electron-recoil backgrounds
than the average detector since it has the best ionization
resolution.
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in the most conservative exclusion limits based on avail-
able data and theoretical considerations, and is consis-
tent with our neutron calibration data [32]. However,
it is in tension with the measurements of Ref. [18] be-
low ⇠ 7 keV. As discussed in [35], the rising measured
Q

y

values in this regime could be influenced by trigger
threshold bias.
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FIG. 2. The electron yield Qy of liquid xenon for nuclear re-
coils. Theoretical curves (solid and dashed) were calculated
following [28], as described in the text. Also showing mea-
surements from [18] (F), [31] (# and ⌅, uncertainty omitted
for clarity), and [32] (dash-dot curve, with ±1� contours).

We report results from a 12.5 live day exposure of the
XENON10 detector, obtained between August 23 and
September 14, 2006. This data set is distinct from the
previously reported [15–17] dark matter search data. The
di↵erence is that the present data was obtained with the
S2-sensitive trigger threshold set at the level of a single
electron.

Event selection criteria, which are summarized in Ta-
ble I, were applied as follows. A radial position r < 3 cm
was required. This central region features optimal self-
shielding by the surrounding xenon target. Discrimina-
tion of events with excessive single electron S2 noise was
obtained with a signal-to-noise cut, that required the pri-
mary pulse to represent at least 0.45 of the total area
of the event record. The energy dependence of this cut
rises monotonically from 0.94 to > 0.99 between 1.4 keV
and 10 keV. Valid single scatter events were required to
have only a single S2 pulse of size > 4 electrons. Events
in which an S1 signal was found were required to have
log10(S2/S1) within the ±3� band for elastic single scat-
ter nuclear recoils. This band was determined from the
neutron calibration data, and has been reported in a pre-
vious article [15]. Events in which no S1 signal was found
were assumed to be low-energy nuclear recoil candidates
and were retained.

TABLE I. Summary of cuts applied to 15 kg-days of dark
matter search data, corresponding acceptance for nuclear re-
coils "c and number of events remaining in the range 1.4 <
Enr  10 keV.

Cut description "c Nevts

1. event localization r < 3 cm 1.00a 125

2. signal-to-noise > 0.94 57

3. single scatter (single S2) > 0.99 37

4. ±3� nuclear recoil band > 0.99 22

5. edge (in z) event rejection 0.41b 7
a limits e↵ective target mass to 1.2 kg
b di↵erential acceptance shown in Fig. 1
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FIG. 3. (left panel) All candidate dark matter events re-
maining (⇥ and #) after the first four cuts listed in Table
I. The fifth cut is indicated by the shaded region. Events in
which an S1 was found are shown as #. The corresponding
number of electrons in the S2 signal is indicated by the inset
scale. (right panel) S2 pulse width distributions for single
scatter nuclear recoils in the top, middle and bottom third of
the detector.

The remaining events in the lowest-energy region are
shown in Fig. 3 versus their S2 pulse width �

e

. The
equivalent number of electrons is indicated by the inset
scale. A large background population of single electron
events is observed. The exact origin of this population
is uncertain, although it has been conjectured to arise
from photon scattering on impurities in the xenon [36].
Events in which an S1 signal was observed are indicated
by a circle.

We use �

e

to discriminate events in the center of the
active target from those near the top or bottom. The
right panel of Fig. 3 shows the width profiles of nuclear
recoils with known �t for three populations, defined on
the intervals 0 < z  5 cm, 5 < z  10 cm and 10 <

z  15 cm. Gaussian fits are shown to guide the eye.
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threshold in the active LXe veto, the overall prediction
is (0.31+0.22

�0.11) single scatter NRs in the 100.9 days data
sample before a S2/S1-cut, in the energy region of in-
terest and 48 kg fiducial mass, of which (0.11+0.08

�0.04) are
expected in the benchmark WIMP search region.
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FIG. 3: Observed event distribution using the discrimina-
tion parameter log10(S2b/S1), flattened by subtracting the
ER band mean, as a function of NR equivalent energy (keVnr).
All quality cuts, including those defined after unblinding, are
used. Gray points indicate the NR distribution as measured
with an 241AmBe neutron source. The WIMP search region is
defined by the energy window 8.4�44.6 keVnr (4�30PE) and
the lower bound of the software threshold S2 > 300PE (blue
dashed). The optimum interval analysis additionally uses the
99.75% rejection line from above and the 3� contour of the
NR distribution from below (green dotted). Three events fall
into this WIMP search region (red circles), with (1.8 ± 0.6)
events expected from background.

The normalized ER band, obtained by subtracting its
mean as inferred from 60Co calibration data, is well
described by a Gaussian distribution in log10(S2b/S1)
space. Gaussian leakage, dominated by the 85Kr back-
ground, is predicted from the number of background
events outside the blinded WIMP search region, taking
into account the blinding cut e�ciency and the ER re-
jection level. It is (1.14± 0.48) events in the benchmark
WIMP search region, where the error is dominated by the
statistical uncertainty in the definition of the discrimina-
tion line. Non-Gaussian (anomalous) leakage can be due
to double-scatter gamma events with one interaction in a
charge insensitive region, e.g. below the cathode, and one
in the active target volume. Such events have a lower ef-
fective S2/S1 ratio, since only one interaction contributes
to the S2, but both to the S1. Their contribution has
been estimated using 60Co calibration data, taking into
account the di↵erent exposure compared to background
data, and accounting for the fact that the background of
this data set is dominated by 85Kr which �-decays and
does not contribute to such event topologies. The spatial
distribution of leakage events for background and calibra-
tion data is similar within 10%. This is verified by Monte

Carlo simulations and by data, selecting potential leak-
age candidates by their S1 PMT hit pattern. Anomalous
leakage is estimated to give (0.56+0.21

�0.27) events, where the
uncertainty takes into account the di↵erence in the back-
ground and calibration distributions, and that the leak-
age might be overestimated because of the uncertainty
in the 85Kr concentration. In summary, the total back-
ground prediction in the WIMP search region for 99.75%
ER rejection, 100.9 days of exposure and 48 kg fiducial
mass is (1.8± 0.6) events. This expectation was verified
by unblinding the high energy sideband from 30�130PE
before unblinding the WIMP search region. The Pro-
file Likelihood analysis employs the same data and back-
ground assumptions to obtain the prediction for Gaus-
sian, non-Gaussian and neutron background for every
point in the log10(S2b/S1) parameter space.
After unblinding the pre-defined WIMP search region,

a population of events was observed that passed the S1
coincidence requirement only because of correlated elec-
tronic noise that is picked up from an external 100 kHz
source, as verified by inspection of the digitized PMT sig-
nals. These events are mostly found below the S1 analysis
threshold, with 3 events from this population leaking into
the WIMP search region close to the 4 PE lower bound.
This population can be identified and rejected with a cut
on the S1 PMT coincidence level, that takes into account
correlated pick-up noise, and by cutting on the width
of the S1 candidate. These post-unblinding cuts have a
combined acceptance of 99.75% for NRs while removing
the entire population of noise events.
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FIG. 4: Distribution of all events (gray dots) and events be-
low the 99.75% rejection line (black dots) in the TPC observed
in the 8.4 � 44.6 keVnr energy range during 100.9 live days.
All cuts are used here, including the ones introduced post-
unblinding to remove a population due to electronic noise.
The 48 kg fiducial volume (dashed, blue) and the TPC di-
mensions (gray) are also indicated.

With these additional cuts, 3 events pass all quality cri-
teria for single-scatter NRs and fall in the WIMP search
region, see Fig. 3. This observation remains unchanged
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Results: Nuclear Recoil Singles  
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•   No significant evidence for annual modulation  

•   In the energy range [5, 11.9] keVnr, all modulated rate with amplitudes  
   greater than 0.07 [keVnr  kg day]-1  are ruled out with a  99% confidence. 

   Annual modulation signal of CDMS and CoGeNT 
     are incompatible at  >95% C.L. (preliminary) for the 
     full energy  range (if  CoGeNT signal originates in a  
     nuclear-recoil population) 
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FIG. 4: Time evolution of the rate in several energy regions.
The last bin spans eight days. A dotted line denotes the
best-fit modulation found. A solid line indicates nominal pre-
dictions (see text). These lines overlap for the bottom panels.

radon levels by a factor ∼4 [24]. Muon-coincident events
constitute a few percent of the low-energy spectrum [1],
limiting a muon-induced modulated amplitude to <<1%
[6]. Rejection of veto-coincident events does not alter the
observed modulation. Radon displacement via pressur-
ized LN boil-off gas is continuously maintained at 2 l/min
within an aluminum shell encasing the lead shielding [25].
A radon-induced modulation would be expected to affect
a much broader spectral region than observed [26].
The CDMS collaboration has recently claimed [7] to

exclude a light-WIMP interpretation of CoGeNT and
DAMA/LIBRA observations. However, a mχ∼7 GeV/c2,
σSI ∼ 10−4pb WIMP is compatible with the irreducible
spectra from both CoGeNT (Fig. 1) and CDMS ([16],
Fig. 8 in [27]). Observations from XENON10 [18] and
XENON100 [8] have been used to generate a similar rejec-
tion of light-WIMP scenarios. The assumptions in [8, 18]
are examined in [17], where no presently compelling case
for this exclusion is found.
In conclusion, presently available CoGeNT data favor

the presence of an annual modulation in the low-energy
spectral rate, for events taking place in the bulk of the
detector only. While its origin is presently unknown,
the spectral and temporal information are prima facie

congruent when the WIMP hypothesis is examined: in
particular, the WIMP mass region most favored by the
spectral analysis (Fig. 2) generates predictions for the
modulated amplitude in good agreement with observa-
tions, modulo the dependence of this assertion on the
choice of astrophysical parameters [21–23].
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THE CONTROVERSY



WANT MODEL INDEPENDENT 
CONSTRAINTS

Figure 2: Velocity distribution functions: the left panels are in the host halo’s restframe, the
right panels in the restframe of the Earth on June 2nd, the peak of the Earth’s velocity relative
to Galactic DM halo. The solid red line is the distribution for all particles in a 1 kpc wide shell
centered at 8.5 kpc, the light and dark green shaded regions denote the 68% scatter around the
median and the minimum and maximum values over the 100 sample spheres, and the dotted line
represents the best-fitting Maxwell-Boltzmann distribution.

are independent of location and persistent in time and hence reflect the detailed assembly
history of the host halo, rather than individual streams or subhalos. The extrema of the
sub-sample distributions, however, exhibit numerous distinctive narrow spikes at certain
velocities, and these are due to just such discrete structures. Note that although only
a small fraction of sample spheres exhibits such spikes, they are clearly present in some
spheres in all three simulations. The Galilean transform into the Earth’s rest frame washes
out most of the broad bumps, but the spikes remain visible, especially in the high veloc-
ity tails, where they can profoundly a�ect the scattering rates for inelastic and light DM
models (see Section 4).

– 6 –
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Modulation Spectra: Nuclear-Recoil Singles
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FIG. 9. Amplitude of modulation vs. energy, showing maximum-likelihood fits where the phase has been fixed and the
modulated rates M have been determined for both CoGeNT (light orange circles, vertical bars denoting the 68% confidence
intervals) and CDMS (dark blue rectangles, with vertical height denoting the 68% confidence intervals). The phase that best
fits CoGeNT (106 days) over the full CoGeNT energy range is shown on the left; the phase expected from interactions with a
generic WIMP halo (152.5 days) is shown on the right. The upper horizontal scales show the electron-recoil-equivalent energy
scale for CoGeNT events. The 5–11.9 keVnr energy range over which this analysis overlaps with the low-energy channel of
CoGeNT has been divided into 3 equal-sized bins (CDMS) and 6 equal-sized bins (CoGeNT). In the right plot, we also show
the DAMA modulation spectrum (small grey circles), following the method of Fox et al. [29], for which we must assume both
a WIMP mass (here, m�=10 GeV/c2) and a Na quenching factor (here, qNa = 0.3). Lower WIMP masses or higher quenching
factors can push the DAMA modulated spectrum towards significantly lower energies. No attempt has been made to adjust
for varying energy resolutions between the experiments.
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We use this equation in the maximum gap method [14]
to bound the value of ⌘s as a function of vs for CDMS,
XENON10, XENON100, and SIMPLE unbinned data.
For compound detectors like SIMPLE, Eq. (13) is equiv-
alent but more transparent than the method in Appendix
A.1 of [12].

The data and detector properties we use are as fol-
lows. (We acknowledge criticism of some experimental
analyses [15], and try to be conservative.)

CoGeNT. We use the list of events, quenching factor,
e�ciency, exposure times and cosmogenic background
given in the 2011 CoGeNT data release [16]. We sep-
arate the modulated and unmodulated parts with a chi-
square fit after binning in energy and in 30-day time in-
tervals (we fix the modulation phase to DAMA’s best
fit value of 152.5 days from January 1). We correct
the unmodulated part by surface-event correction fac-
tors C(E) = 1 � e�E2/E2

C , which are similar to those in
[17] for EC = 1.04 keVee (“CoGeNT high”), 0.92 keVee
(“CoGeNT med.”), and 0.8 keVee (“CoGeNT low”). We
leave it to the reader to subtract a possible constant back-
ground contribution.

CDMS. For the upper limit on the total event rate
we use only the T1Z5 detector [9], which gives the most
stringent limits at low WIMP masses. The energy res-
olution is [0.2932 + (0.056E)2)]1/2, and the range for
the maximum gap method is 2 keV–20 keV. For the
modulation amplitude we use the 95% upper bound of
0.045 events/kg-day-keV for a modulation phase equal
to DAMA’s in the energy range 5 keV–11.9 keV [10].

DAMA. We read the modulation amplitudes from [1].
We consider scattering o↵ Na only, since the I component
is under threshold for low mass WIMPs and reasonable
local Galactic escape velocity. We show results for two
values of the Na quenching factor: 0.3 and 0.45 (the latter
suggested in [18]). No channeling is included, as per [19].

XENON100. The exposure is 48 kg ⇥ 100.9 days.
We convert the energies of the three candidate events
in Ref. [7] into S1 values, and use the Poisson fluctuation
formula Eq. (15) in [20] to compute the energy fluctua-
tions. We use the light e�ciency function Le↵ in Fig. 1
of [7]. We obtain the cut acceptance by multiplying two
factors: the overall cut acceptance, which we set to a
conservative value of 0.6 since it is unclear why in Fig. 2
of [7] it would depend on the WIMP mass when expressed
as a function of S1, and the S1/S2 discrimination accep-
tance, taken from the just mentioned Fig. 2. We use
a maximum gap method over the interval 4  S1  30
photoelectrons.

XENON10. We follow Ref. [6] and use only S2 without
S1/S2 discrimination. The exposure is 1.2 kg ⇥12.5 days.
We consider the 32 events within the 1.4 keV-10 keV
acceptance box in the Phys. Rev. Lett. article (not the
arxiv preprint, which had an S2 window cut). We take
a conservative acceptance of 0.94. For the energy resolu-
tion, we are more conservative than [6]: we convert the
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FIG. 1: Measurements and upper bounds on the unmod-
ulated and modulated part of the velocity integral ⌘(vmin)
as a function of vmin. For this case of spin-independent
isospin-symmetric couplings and WIMP mass of 9 GeV, the
XENON100 and CDMS bounds exclude all but the lowest
energy CoGeNT and DAMA bins.

quoted energies into number of electrons ne = EQy(E),
with Qy(E) as in Eq. 1 of [6] with k = 0.11, and use the
Poisson fluctuation formula in [21].
SIMPLE. We consider only Stage 2, with an exposure

of 6.71 kg days and no observed candidate event. We
take an e�ciency ⌘0(E) = 1� exp{��[(Edep/Ethr)� 1]}
with � = 4.2±0.3. With no events observed, the Poisson
and maximum gap upper limits coincide.
CRESST-II.We take the histogram of events in Fig. 11

of Ref. [4]. The acceptance is obtained by adding each
module at its lower energy acceptance limit in their Ta-
ble 1. The electromagnetic background is modeled as
one e/� event in the first energy bin of each module.
The exposure is 730 kg days. We assume a maximum
WIMP velocity in the Galaxy such that W recoils can
be neglected. To take into account the Ca and O com-
ponents, we follow the same philosophy as Method 2 in
Appendix A.2 of [12], but, without having to assume a
constant e�ciency in each energy bin, we are able to
cover the CRESST-II energy range without gaps with
the following binning: three high-energy bins (i = 4, 5, 6)
with scatterings o↵ O only (assuming a maximum vmin of
⇠ 750 km/s): [17, 20], [20, 23], and [23, 26] keV; and three
corresponding low-energy bins (i = 1, 2, 3) with the same
vmin range and scatterings o↵ O and Ca: [11, 13], [13, 15],
and [15, 17] keV. To avoid complications with the over-
lap of the tails of the weight functions RSI

i (vmin), we cut
them outside the vmin interval [vmin(E0

1i), vmin(E0
2i)], i.e.

we do not enlarge the vmin interval using the energy reso-
lution. Having determined ⌘̃0i = R̂0i/ASI

O,i for i = 4, 5, 6

using O only in ASI
O,i, we estimate the Ca contribution

3

observed modulation amplitude Aobs

i by

Ãobs

⌘ (vim) =
Aobs

i q
Na

A2

Na

hF 2

Na

iifNa

. (11)

Here q
Na

= dEee/dEnr is the sodium quenching fac-
tor translating keVee into keVnr, for which we take
q
Na

= 0.3. The index i labels energy bins, with vim given
by the corresponding energy bin center using Eq. (2).
Further, hF 2

Na

ii is the sodium form factor averaged over
the bin width and f

Na

= m
Na

/(m
Na

+m
I

) is the sodium
mass fraction of the NaI crystal. For the modulation am-
plitude in CoGeNT we proceed analogously. Note that
the conversion factor from ⌘̄ to ⌘̃ is the same as for A⌘ to
Ã⌘, and does not dependent on the nucleus. Therefore,
the bounds (6) and (7) apply to ⌘̃, Ã⌘ without change,
even if the l.h.s. and r.h.s. refer to di↵erent experiments.

Let us briefly describe the data we use to derive the up-
per bounds on ⌘̃. We consider results from XENON10 [7]
(XE10) and XENON100 [8] (XE100). In both cases we
take into account the energy resolution due to Poisson
fluctuations of single electrons. XE100 is sensitive to the
interesting region of vm only because of upward fluctu-
ations from below the threshold. We adopt the best-fit
light-yield e�ciency L

e↵

from [8]. The XE10 analysis
is based on the so-called S2 ionization signal which al-
lows to go to a rather low threshold. We follow [7] and
impose a sharp cut-o↵ of the e�ciency below the thresh-
old. From CDMS we use results from a dedicated low-
threshold (LT) analysis [9] of Ge data, as well as data on
Si [16]. In the case of SD scattering on protons particu-
larly strong bounds are obtained from experiments with
a fluorine target. We consider the results from SIMPLE
[17], which uses F

5

C
2

Cl. We use the observed number
of events and expected background events to calculate
the combined Poisson probability for Stage 1 and 2. For
the prediction we include energy dependent threshold ef-
ficiencies from [17].

For all experiments we use the lower bound on the
expected events, Eq. (10), to calculate the probability of
obtaining less or equal events than observed. For XE100,
CDMS Si, and SIMPLE we just use the total number of
events in the entire reported energy range. For XE10 and
CDMS LT the limit can be improved if data are binned
and the corresponding probabilities for each bin are mul-
tiplied. This assumes that the bins are statistically in-
dependent, which requires to make bins larger than the
energy resolution. For XE10 we only use two bins. For
CDMS LT we combine the 36 bins from Fig. 1 of [9] into
9 bins of 2 keV where the energy resolution is 0.2 keV.

Results. In Fig. 1 we show the 3� limits (CL =
99.73%) on ⌘̃ compared to the modulation amplitudes
Ã⌘ from DAMA and CoGeNT for a DM mass of 10 GeV.
Similar results have been presented in [14, 15]. The Co-
GeNT amplitude depends on whether the phase is floated
in the fit or fixed at June 2nd [6], which applies to the
“general” and “symmetric” halos, respectively. Already
at this level XE100 is in tension with the modulation
from DAMA (and to some extent also CoGeNT).
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FIG. 1: Upper bounds on ⌘̃ at 3� from XENON100,
XENON10, CDMS LT, CDMS Si, and SIMPLE. The modu-
lation amplitude Ã⌘ is shown for DAMA (for qNa = 0.3) and
CoGeNT for both free phase fit (general) and fixing the phase
to June 2nd (symmetric). We assume a DM mass of 10 GeV
and SI interactions.
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FIG. 2: Integrated modulation signals,
R v2
v1

dvA⌘̃, from
DAMA and CoGeNT compared to the 3� upper bounds for
the general halo, Eq. (6). We assume SI interactions and a
DM mass of 10 GeV. The integral runs from v1 = vmin till
v2 = 743 km/s (end of the 12th bin in DAMA).

We now apply our method. As shown in Fig. 2 the
null search results become significantly more constrain-
ing after applying the bounds on the integrated annual
modulation

R v2
v1

dvA⌘̃ from Eq. (6). DAMA and GoGeNT
are strongly excluded by the bounds from XE100, XE10,
CDMS LT even for the general halo. If one were to as-
sume in addition that the halo is symmetric, the bounds
would get even stronger. Then also CDMS Si excludes
DAMA, and there is some tension with SIMPLE (not
shown).
In Fig. 3 we consider two variations of DM–nucleus

interaction. The upper panel is for the case when the
DM particle couples to the spin of the proton. The null
search result of Xe and Ge experiments are then irrel-
evant. However, the bound from SIMPLE is in strong
disagreement with the modulation signal in DAMA, due
to the presence of fluorine in their target. (A compa-
rable limit from fluorine has been published recently
by PICASSO [18].) In the lower panel of Fig. 3 we

Gondolo+Gelmini
Herrero-Garcia, Schwetz, Zupan

also Frandsen et al



IF IT’S NOT A LIGHT WIMP?

• DAMA: NaI(Tl) => What about iodine scattering?

• Some models (Magnetic Inelastic DM) can have 
dominant signals on Iodine

• Other models we haven’t thought of

Want direct comparisons to 
iodine targets - 

COUPP (CF3I) and KIMS (CsI)



Exposure 

•17.4, 21.9, 97.3 live-days at 8, 11, 16 keV thresholds 
 
•4.048 kg target, 79% cut-efficiency for nuclear recoils 

July 7, 2012 8 ICHEP 2012 Melbourne 

COUPP

@16 keV 0.026 ± 0.015 (90% est) 
cpd/kg 

(no bubble efficiency corr)

For 100% DAMA modulation expect .
0.037±.007 (90% )

(talk by R. Neilson)



KIMS

7 
Limits on nuclear recoil rates 

Bayesian method was used to estimate 
the NR rates. 

S.C. Kim et al., PRL 108 181301 (2012) 

Example : 6 keV bin, DET09 

Total weighted limits for 1keV bin. 
RED : 1 sigma limit 
BLACK : 90% CL limit 
 
3.6-5.8 keV (2-4 keV in DAMA) 
90% CL limit is 0.0098 cpd/kg/keV 
   < 0.0183 cpd/kg/keV signal of DAMA 

6 
Analysis with PSD 

 ,    LMT10=logi i
e

i

At
t t

A
 


We calculate the mean time of FADC signal, and take logarithm of it. 

Our PSD parameter 

Claim: exclude Iodine 
interpretation at O(1)

Strong limit, but...
energy scale uncertainties? energy 

resolution comparison?  
does the model describe the data?

talk by Y. Kim



DIRECT ANOMALIES
• Light WIMPs seem really constrained

• Someone has to be quite wrong

• Iodine scattering must be very highly modulated

• Models exist - but at the edge

• XENON100 could see rates at high (30-60 keV) 
energy

• Nuclear recoil+nuclear excitation of Xe (40 keV 
photon) would be striking signature



XENON100?

• Upcoming XENON100 results - already strong

• Lower threshold

• Higher exposure in “iodine” range (30-60 keV)

• Could see strange signals (e.g., nuclear recoil + 129Xe 
40 keV excitation)...



YOU DON’T HAVE TO BE 
EXCITED ABOUT ANOMALIES 

TO BE EXCITED ABOUT 
DIRECT DETECTION
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THE IMPROVEMENT OF DARK 
MATTER EXPERIMENT

Where we are

Where 
we’ll be soon

Where 
we’ll be soonish
(knock wood)

Is there any reason
to think this range is 

special?

120401134101
XENON1T, projection 2009, 3 tonïyr, 2ï30 keV, 45% eff. SI
LUXïZEPLIN, projection 2008, 3 tonne (3 tonneïyear), SI
LUX 300 kg Projected Sensitivity: 30000 kgïd, 5ï30 keV, 45% eff
SuperCDMS, projection 2007, 25kg (7ïST@Snolab), SI
XMASS, projection 2004/2007, 800kg, FV 0.5 tonïyear, SI
XENON100, 2011, 100.9 live days of data, SI 
CDMS II (Soudan), 2008, 121.3kgïdays, Ge detector, SI
DAMA/LIBRA, 2008, no ion channeling, 3sigma, SI
DATA listed top to bottom on plot



THE TWO CROSS SECTIONS 
TO THINK ABOUT
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Ruled out 
(just a little bit)
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THE TWO CROSS SECTIONS 
TO THINK ABOUT
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Various physics can move it up or down - 
but this is a natural starting point



0 50 100 150 200 250 300
10-46

10-45

10-44

10-43

DM mass in GeV

s
SI
in
cm

2

scalar DM singlet

Excluded by Xenon 2011

mh = 115 GeV

mh = 140 GeV

mh = 200 GeV

Figure 3: Predictions of the scalar singlet model for a few values of the Higgs boson mass:
115 GeV (green), 140 GeV (yellow), 200 GeV (red), 300 GeV (magenta). The dots are the
predictions of the constrained model of [6, 30].

In absence of a theoretical motivation for having m comparable to the Higgs mass, [6, 30]
considered the case m = 0, such that the model has one parameter less and is able of predicting
a point in the plane (MDM, �SI). Such prediction is also shown in Fig. 3, for the same values of
the Higgs boson mass.

We remark two uncertainties not explicit from the plot. First, the Xenon100 exclusion
bound is plotted assuming ⇢� = 0.3GeV/cm3 for the local DM density. This is the canonical
value routinely adopted in the literature, with a typical associated error bar of ±0.1 GeV/cm3.
Recent computations found a higher central value closer to 0.4GeV/cm3 [32] that would imply
stronger bounds on the cross section �SI.

Second, the prediction for the conventional spin-independent DM/nucleon cross section is:

�SI =
�2m4

Nf
2

⇡M2
DMm

4
h

, (12)

where f parameterizes the nucleon matrix element:

hN |mq q̄q|Ni ⌘ fqmN [N̄N ], f =
X

q={u,d,s,c,b,t}

fq =
2

9
+

5

9

X

q={u,d,s}

fq. (13)

The main uncertainty comes from fs. The recent analyses use f = 0.56±0.11 [33], or f = 0.30±
0.015 [34], in agreement with the lattice results [35] and phenomenological determination [36].
Here and in the following we assume the default value in theMicromegas code: f = 0.467 [37].

5 Supersymmetry

In this section we study the impact of new Xenon100 data on constraining SUSY models. We
first consider the CMSSM, the most popular SUSY model with an unified scalar mass m0, an
unified gaugino mass M1/2 and an unified trilinear scalar A-term at the GUT scale. Given that
Xenon100 adds to many other experimental constraints, we perform a global fit to all relevant
data as described in the next subsection. Most importantly, we include the recent CMS and

7

Farina, Kadastik, Pappadopulo, Pata, Raidal, Strumia ’11



IF XENON SEES NOTHING, 
THEN WHAT?



WHITHER NO XENON100 
DETECTION

• Are WIMPs dead? No!

• Consider an SU(2) triplet (aka a “pure Wino”)

• no Z-boson coupling; no (tree level) Higgs boson coupling

W

q q

DM DM

h

DM

W W

q
q q

DM DM
DM

±

W

W

q
q q

DM DM
DM

±

Figure 2: One loop DM/quark scattering for fermionic MDM with Y = 0 (two extra graphs
involving the four particle vertex exist in the case of scalar MDM).

As discussed in Sec.2, MDM candidates with Y = 0 have vanishing DMN direct detection
cross sections at tree level (see eq. (17)). The scattering on nuclei N proceeds therefore at one-
loop, via the diagrams in fig. 2 that involve one of the charged components X± of the multiplets.
An explicit computation of these one-loop diagrams is needed to understand qualitatively and
quantitatively the resulting cross section. Non-relativistic MDM/quark interactions of fermionic
X with mass M � MW � mq are described by the e↵ective on-shell Lagrangian

L W
e↵ = (n2� (1±2Y )2)

⇡↵2
2

16MW

X

q

✓
1

M2
W

+
1

m2
h

◆
[X̄X ]mq[q̄q]� 2

3M
[X̄�µ�5X ][q̄�µ�5q]

�
(15)

where the + (�) sign holds for down-type (up-type) quarks q = {u, d, s, c, b, t}, mh is the Higgs
mass and mq are the quark masses. The first operator gives dominant spin-independent e↵ects
and is not suppressed by M ; the second operator is suppressed by one power of M and gives
spin-dependent e↵ects. Parameterizing the nucleonic matrix element as

hN |
X

q

mq q̄q|Ni ⌘ fmN (16)

where mN is the nucleon mass, the spin-independent DM cross section on a target nucleus N
with mass MN is given by

�SI(DMN ! DMN ) = (n2 � 1)2⇡↵4
2M

4
Nf 2

64M2
W

✓
1

M2
W

+
1

m2
h

◆2

. (17)

The case of scalar X is not much di↵erent: the M -independent contribution to �SI is equal to
the fermionic result of eq. (17) but there is no spin-dependent e↵ect.

Assuming mh = 115 GeV and f ⇡ 1/3 (QCD uncertainties induce a one order of magnitude
indetermination on �SI

2) we find therefore for the fermionic MDM 5-plet

�SI = 1.2 · 10�44 cm2. (18)

As usual [1, 14, 15], �SI is defined to be the cross section per nucleon. The prediction is a
definite number (as opposed to the large areas in the plane M/� that is covered by typical
supersymmetric constuctions by varying the model parameters) and Fig. 3 shows that this
value is within or very close to the sensitivities of experiments currently under study, such
as Super-CDMS and Xenon 1-ton [16]. The annual modulation e↵ect of the DAMA/Libra
experiment [13] cannot be explained by MDM candidates, since they have too large masses and
too small cross sections with respect to the properties of a WIMP compatible with the e↵ect.

2More precisely, one needs to consider the e↵ective Lagrangian for o↵-shell quarks, finding various operators
that become equivalent only on-shell. Their nucleon matrix elements can di↵er; we ignore this issue because
presently it is within the QCD errors.

9

talk by R. Hill



⇥⇤N, ⇥0

⇥⇤Nlat, ⇥slat

100 120 140 160 180 200

10�49

10�48

10�47

10�46

mh�GeV⇥

⌅
�cm2 ⇥

Figure 3: Cross section for low-velocity scattering on a nucleon for a heavy real scalar in the
isospin J = 1 representation of SU(2). The dark shaded region represents the 1⇤ uncertainty
from perturbative QCD, estimated by varying factorization scales. The light shaded region
represents the 1⇤ uncertainty from hadronic inputs.

variation is insignificant compared to other uncertainties. We perform the RG running and
heavy quark matching from µt to µc at NLO. Hadronic input uncertainties from each source
in Table 1 and Table 2 are added in quadrature. We have ignored power corrections appearing
at relative order �s(mc)�2

QCD/m
2
c ; typical numerical prefactors appearing in the coe⇧cients of

the corresponding power-suppressed operators [18] suggest that these e⇤ects are small.
Due to a partial cancellation between spin-0 and spin-2 matrix elements, the total cross

section and the fractional error depend sensitively on subleading perturbative corrections and
on the Higgs mass parameter mh. We find

⇤p(mh = 120GeV) = 0.7±0.1+0.9
�0.3�10�47cm2 , ⇤p(mh = 140GeV) = 2.4±0.2+1.5

�0.6�10�47cm2 ,
(33)

where the first error is from hadronic inputs, assuming ⇥lat
s and ⇥lat

�N from Table 1, and the
second error represents the e⇤ect of neglected higher order perturbative QCD corrections. For
the illustrative value mh = 120GeV, and as a function of the scalar strange-quark matrix
element ⇥s, we display the separate contributions of each of the quark and gluon operators in
Fig. 4.

7 Summary

We have presented the e⇤ective theory for heavy, weakly interacting dark matter candidates
charged under electroweak SU(2). Having determined the general form of the e⇤ective la-
grangian (4) through 1/M3, we demonstrated matching conditions for subleading operators in

12

sample lattice inputs 

baryon spectroscopy inputs

Dark band: perturbative uncertainty
Light band: hadronic input uncertainty

Numerical benchmark: low velocity, spin 
independent cross section on nucleon

Richard  Hill                    University of Chicago                                      Universal behavior in heavy, weakly interacting DM23

ATLAS,CMS July 2012talk by R. Hill
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120401134101
XENON1T, projection 2009, 3 tonïyr, 2ï30 keV, 45% eff. SI
LUXïZEPLIN, projection 2008, 3 tonne (3 tonneïyear), SI
LUX 300 kg Projected Sensitivity: 30000 kgïd, 5ï30 keV, 45% eff
SuperCDMS, projection 2007, 25kg (7ïST@Snolab), SI
XMASS, projection 2004/2007, 800kg, FV 0.5 tonïyear, SI
XENON100, 2011, 100.9 live days of data, SI 
CDMS II (Soudan), 2008, 121.3kgïdays, Ge detector, SI
DAMA/LIBRA, 2008, no ion channeling, 3sigma, SI
DATA listed top to bottom on plot

may be hard to find



TWO CROSS SECTIONS

• If I had to pick two numbers for the cross section that a WIMP 
would scatter with, they’d be 10-39 cm2 and 10-45 cm2. 

• It’s not the former.

• The latter is nigh

• But that’s no guarantee



A FINAL THOUGHT GIVEN 
THAT IT APPEARS THE HIGGS 

HAS BEEN DISCOVERED



THE HIGGS AND DM IN SUSY



THE HIGGS AND DM
• Maybe the Higgs couplings are non-standard=> new 

electroweak states?

• What if there is a sister partner to the Higgs, which has 
some symmetry group Gs that keeps it from coupling to 
fermions?

• But what if this sister Higgs field gets a vev and 
participates in EWSB? (SUSY generalization of Type I 
2HDM)

Arkani-Hamed, Delgado, Giudice



THE HIGGS AND DM

• Grand Unification implies GUT-related colored fields 
(“G-quarks” Dg) 
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with high b-jet multiplicity could be sensitive to such final states, such as the search performed by

ATLAS in missing energy and at least 3 b-jets (ATLAS-CONF-2012-058). This search, however,

places a strong requirement on missing transverse energy ( /ET > 160 GeV), which narrows its

sensitivity to spectra with large mass splittings between G-quarks and G-squarks. In Fig.15(b) we

illustrate a typical spectrum for which the ATLAS 3-bjets+MET search is not sensitive to. In the

rest frame of d̃g, the 3-momentum of its neutralino daughter �̃0 is |~p�̃0 | ⇠ 62 GeV, and hence this

signal has a very low e�ciency to pass the /ET > 160 GeV requirement of this search. Despite its low

missing energy, this particular spectrum is distinctive enough to be caught by high jet-multiplicity

searches, and indeed, through our MC simulations we estimate that this mass spectrum is excluded

by the ATLAS search in (ATLAS-CONF-2012-037). This search looks for events with up to 9 hard

jets, and bounds the gluino cross section in the benchmark of Fig.15 to be �g̃g̃ <⇠ 0.1 pb, which is

roughly the value of the reference QCD cross section for a 750 GeV gluino. Hence, this point is

marginally excluded.

If this sister charge is not broken by � and ⌃ vevs, there must be a larger gauged sister group,

i.e., SU(2)gauges ⇥ U(1)global
⌃

, which leaves some residual U(1)s. In this case, we must determine the

identity of the LSiP. Assuming it is stable, it is most easily neutral, such as the �, in which case

the decay Dg ! D+LSiP would resemble a standard SUSY squark search. Likewise d̃g ! Dg�̃
0 !

D + �̃0 + LSiP could be discoverable as well with enough luminosity.

The sister charge can be broken explicitly if the sister group is SU(2)gauges ⇥ U(1)global
⌃

. I.e., we
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New opportunities for “stealth” or squeezed SUSY





CONCLUSIONS
• After the Higgs, it’s time for new physics discoveries

• Dark matter is due: data from LHC, direct, indirect

• Rate of anomalies in > rate of anomalies out

• Slowly, we may be able to exclude the old ones

• CMB tests for PAMELA

• Iodine tests for DAMA

• More Fermi data from the GC



CONCLUSIONS
• But DM models also provide us great motivations for 

new searches

• jets+MET

• dark forces/rare GeV decays

• monophoton/monojet

• More complicated electroweak sectors => new colored 
states

• “G-quarks” could play a role in SUSY signals



CONCLUSIONS

• Hopefully, it’s not another 40 years!






