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Luminosity Overview
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2011 Delivered Luminosity: ∫Ldt = 5.61 ± 0.10 fb-1

https://twiki.cern.ch/twiki/bin/view/AtlasPublic/LuminosityPublicResults

https://twiki.cern.ch/twiki/bin/view/AtlasPublic/LuminosityPublicResults
https://twiki.cern.ch/twiki/bin/view/AtlasPublic/LuminosityPublicResults
http://livepage.apple.com/
http://livepage.apple.com/
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• LUCID

- Dedicated Luminosity Monitor

- Gas Cherenkov Tubes, 5.6 < |η| < 6.0

• Beam Conditions Monitor (BCM)

- Designed for beam abort system

- Diamond Sensors, |η| ~ 4.2

• Primary Vertex Counting

- Limited trigger bandwidth

- Special conditions only

• Calorimeter currents

- TileCal PMT currents

- FCal LAr HV currents

- Total luminosity only

Luminosity Detectors
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LUCID - The ATLAS Luminosity Monitor
V. Hedberg - Univ. of Lund 
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- J.L Pinfold (Project leader), 

   W.J. McDonald, Y. Yao 
CERN

- P. Grafström
University of Lund

- V. Hedberg
MPI-Munich/CERN

- T. Hott
University of Montreal

- G. Azuelos, C. Leroy, J-P. Martin
SACLAY (Physics normalization only)

- L. Chevalier, C. Guyot, J-F. Laporte

  J. Soukup (Chief Engineer), 
  B. Caron, A. Hamilton,

Reference Reaction: inelastic pp scattering

Redundancy key for evaluating systematic uncertainties
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25 ns
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Luminosity from Rates

4

L = μ nb fr /σinel = μvis nb fr / σvis

Inelastic Interactions
per Beam Crossing Measured quantity ε x σinel

To be calibrated

Algorithm Specific

fOR = NOR

NBC
= 1− e−µvis

fAND = NAND
NBC

=

1− 2e−(1+R)µvis/2 + e−Rµvis

R = σOR
vis

/σAND
vis

fhits =
Nhits

NBCNCh
= 1− e−µvis

fpart =
Npart

NBCNCh
= µvis

μvis from observable rates
Event counting: f = Nevt/NBC

nb - Bunch pairs colliding
fr - Revolution Frequency
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van der Meer Scans in Principle
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S. van der Meer, CERN-ISR-PO-68-31 (1968)
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Beam separation scans provide absolute luminosity calibration

Lpeak = frn1n2

��
ρ1(x, y)ρ2(x, y)dxdy

= frn1n2
1

2πΣxΣy

Σx, Σy - convolved beam widths
n1 n2 - bunch population product
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vdM Scans in Practice
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• Separate beams and measure
specific interaction rate

• Directly calibrate σvis for
each algorithm

• Specific rate μvis / (n1 n2) 
removes current dependence

• Requires careful control of 
machine parameters (beam time)

- Low numbers of bunches (14 in 2011)

-Modest peak μ (~2.5 in 2011)

-Multiple scan consistency used to assess systematics (2 in 2011)

unseparated. By comparing this peak luminosity to the peak interaction rate µMAX

vis observed by a given
detector and algorithm during the vdM scan, a determination of σvis can be made according to

σvis = µ
MAX

vis

2πΣxΣy

n1n2
. (4)

One useful quantity which only depends on the transverse beam sizes, but can be extracted from the vdM

scan data for each luminosity method, is the specific luminosity Lspec which can be written as

Lspec = L/(nbn1n2) =
fr

2πΣxΣy
. (5)

Comparing the specific luminosity values measured in the same scan by different detectors and algo-
rithms provides a direct check on the consistency of the vdM scan results from these different methods.

2.2 Converting Counting Rates to Absolute Luminosity

In 2010, ATLAS has used event counting algorithms to measure the delivered luminosity, where a bunch
crossing is said to contain an ‘event’ if the criteria for a given algorithm are satisfied. Event counting is
equivalent to ‘zero counting’ where the rate of bunch crossings with no interactions are counted. Since
in general there can be more than one interaction per bunch crossing, the quantity µvis is only a linear
function of the event rate when µvis � 1. As more fully described in [2], there are two main algorithm
types currently being used in ATLAS for luminosity determination: EventOR (inclusive counting) and
EventAND (coincidence counting).

In an EventOR algorithm, a bunch crossing will be counted if the sum of all hits on both the forward
(“A”) and backward (“C”) arms of the detector under consideration is at least one. Assuming that the
number of interactions in a bunch crossing can be described by a Poisson distribution, the probability of
observing an inclusive event can be computed as

PEvent OR(µOR

vis ) = 1 − e
−µOR

vis = NOR

NBC
. (6)

Here the raw event count NOR is the number of bunch crossings, during a given time, in which at least
one pp interaction satisfies the event-selection criteria of the OR algorithm under consideration, and
NBC is the total number of bunch crossings during the same interval. Solving for µvis in terms of the
event-counting rate yields:

µOR

vis = − ln
�
1 − NOR

NBC

�
. (7)

In the case of an EventAND algorithm, a bunch crossing will be counted if there is at least one hit on
both sides of the detector. The probability of recording a coincidence event can be expressed as

PEvent AND(µAND

vis ) = 1 − 2e
−(1+σOR

vis /σ
AND

vis )µAND

vis /2 + e
−(σOR

vis /σ
AND

vis )µAND

vis = NAND

NBC
. (8)

This relationship cannot be inverted analytically to determine µAND

vis as a function of NAND/NBC so some
other technique must be used. Typically this inversion is performed numerically using a look-up table, or
the function is approximated with a simplified form. For example, the above expression can be simplified
if σOR

vis /σ
AND

vis ≈ 1, since in this case

PEvent AND(µAND

vis ) = 1 − e
−µAND

vis = NAND

NBC

(9)

and this relationship can then be inverted analytically. This approximation is used in the analysis de-
scribed in Section 2.4.3.

2

Peak Rate

Scan
Widths

Bunch
Population
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5.4 vdM Scan Analysis426

For each algorithm being calibrated, the vdM scan data are analyzed in a very similar manner. For each427

BCID, the specific visible interaction rate µvis/(n1n2) is plotted vs. the “nominal” beam separation, i.e.428

the separation specified by the LHC control system for each scan step. The specific interaction rate is429

used so that the result is not affected by the change in beam currents over the duration of the scan. An430

example of the vdM scan data for a single BCID from scan VII in the x plane is shown in Figure 2.431
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Figure 2: Specific interaction rate versus nominal beam separation for the BCMH EventOR algorithm
during scan VII in the x plane for BCID 817. The residual deviation of the data from the Gaussian plus
constant term fit, assuming statistical errors only, is shown in the bottom panel.

The value of µvis is determined from the raw event rate using the analytic function described in432

Section 4.1 for the inclusive EventOR algorithms. The coincidence EventAND algorithms are more in-433

volved, and a numerical inversion is performed to determine µvis from the raw EventAND rate. Since the434

EventAND µ determination depends on σAND
vis as well as σOR

vis , an iterative procedure must be employed.435

This procedure is found to converge after a few steps.436

Each scan for each BCID is fit independently to a characteristic function to provide a measurement437

of µMAX
vis and Σ. Depending upon the beam conditions, these function can be double Gaussian fits plus438
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2011 vdM Consistency

• All algorithms/detectors 
should measure the same Lspec

• Spec. Luminosity varies per 
colliding bunch pair (BCID) 
by up to ~ 10%

• Varies between scans by ~ 2%
(due to emittance growth)

• Good consistency 
between algorithms/detectors

• Residual variation taken
as systematic uncertainty

7
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5.2 vdM Scan Calibration388

To calibrate a given luminosity algorithm, one can equate the absolute luminosity computed using Equa-389

tion 14 to the luminosity measured by a particular algorithm at the peak of the scan curve using Equa-390

tion 3 to get391

σvis = µ
MAX
vis

2πΣxΣy

n1n2
. (15)

where µMAX
vis is the visible interaction rate observed at the peak of the scan curve observed by that par-392

ticular algorithm. Equation 15, then, provides a direct calibration of the visible cross-section σvis for393

each algorithm in terms of the peak visible interaction rate µMAX
vis , the product of the convolved beam394

widths ΣxΣy, and the bunch charge product n1n2. As discussed below, the bunch charge product must395

be determined from an external analysis of the LHC beam currents, but the remaining parameters are396

extracted directly from the analysis of the vdM scan data.397

One useful quantity that can be extracted from the vdM scan data for each luminosity method and398

that depends only on the transverse beam sizes, is the specific luminosity Lspec:399

Lspec = L/(nbn1n2) =
fr

2πΣxΣy
. (16)

Comparing the specific luminosity values measured in the same scan by different detectors and algo-400

rithms provides a direct check on the consistency of the absolute calibration provided by these various401

methods.402

5.3 vdM Scan Data Sets403

The beam conditions during the dedicated vdM scans are different from those in normal physics opera-404

tions, with fewer bunches colliding, no bunch trains, and lower bunch intensities. These conditions are405

chosen to reduce various systematic uncertainties in the scan procedure.406

A total of five standard vdM scans were performed in 2010, on three separate dates separated by407

weeks or months, and an additional two standard vdM scans at
√

s = 7 TeV were performed in 2011408

on the same day to calibrate the absolute luminosity scale for ATLAS. As shown in Table 2, the scan409

parameters evolved from the early 2010 scans where single bunches and very low bunch charges were410

used. The final set of scans in 2010 and the scans in 2011 were more similar, as both used close to411

nominal bunch charges, more than one bunch colliding, and typical peak µ values in the range 1.3–2.3.412

Generally, each vdM scan consists of two separate beam scans, one where the beams are separated413

by ±6σb in the x direction keeping the beams centered in y, and a second where the beams are separated414

in the y direction with the beams centered in x. The beams are moved in a certain number of scan415

steps, then 20 − 30 seconds of data is taken at each step to collect a statistically significant measurement416

in each luminosity detector under calibration. To help assess experimental systematic uncertainties in417

the calibration procedure, two sets of vdM scans are usually taken in short succession to provide two418

independent calibrations under similar beam conditions.419

Since the luminosity can be different for each colliding bunch pair, both because the beam sizes can420

vary bunch-to-bunch but also because the bunch charge product n1n2 can vary at the level of 10-20%, the421

determination of Σx/y and the measurement of µMAX
vis at the scan peak must be performed independently422

for each colliding BCID. As a result, the May 2011 scan provides 14 independent measurements of σvis423

within the same scan, and the October 2010 scan provides 6. The consistency of the σvis values extracted424

from these different BCIDs gives an additional consistency check for the calibration procedure.425
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Figure 6: Specific luminosity determined by BCMV and LUCID per BCID for scans VII and VIII.

The figure on the top shows the specific luminosity values determined by BCMV EventOR and LU-

CID EventOR, while the figure on the bottom shows the ratios of these values. The vertical lines indicate

the weighted average over BCIDs for scans VII and VIII separately. The error bars represent statistical

errors only.

±0.3% uncertainty on σvis
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σvis calibration

• σvis should be equal for all BCIDs in both scans

• Variations seen by BCID and by scan (similar across detectors)

• Band is (RMS variation over BCIDs) ⊕ (variation between scans)

• Uncertainty taken from data-driven consistency check

8
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Figure 4: Measured σvis values for LUCID EventOR by BCID for scans VII and VIII. The error bars

represent statistical errors only. The vertical lines indicate the weighted average over BCIDs for Scans

VII and VIII separately. The yellow band indicates a ±0.9% variation from the average, which is the

systematic uncertainty evaluated from the per-BCID and per-scan σvis consistency.
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Figure 5: Measured σvis values for BCMV EventOR by BCID for scans VII and VIII. The error bars

represent statistical errors only. The vertical lines indicate the weighted average over BCIDs for Scans

VII and VIII separately. The yellow band indicates a ±0.9% variation from the average, which is the

systematic uncertainty evaluated from the per-BCID and per-scan σvis consistency.
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Bunch Population Product
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DCCT - DC Current Transformer
accurate, but measures everything

FBCT - Fast Beam Current Transformer
bunch-by-bunch measurements

ni = (α SDCCT - SBaseline - Sghost) SiFBCT / ∑ SiFBCT

2010 2011
DCCT Baseline 0.1% 0.10%
DCCT Scale α 2.7% 0.21%
 SiFBCT / ∑ SiFBCT

1.6%
0.20%

Ghost Charge/Satellites
1.6%

0.44%
Total Uncertainty 3.1% 0.54%

Uncertainty needed on n1n2

(from BCNWG)
DCCT: CERN-ATS-Note-2012-026
FBCT: CERN-ATS-Note-2012-028
G/S: CERN-ATS-Note-2012-029

±0.54% uncertainty on σvis

https://cdsweb.cern.ch/record/1425904
https://cdsweb.cern.ch/record/1425904
https://cdsweb.cern.ch/record/1427726
https://cdsweb.cern.ch/record/1427726
https://cdsweb.cern.ch/record/1427728
https://cdsweb.cern.ch/record/1427728
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2011 vdM Scan Uncertainty

10

Uncertainty on σvis 
from vdM calibration

2011: 1.5%
(2010: 3.4%)

Main improvement
from (n1 n2)

More complete 
determination of 

other uncertainties

Largest observed deviation
typically sets uncertainty

June 21, 2012 – 23 : 13 DRAFT 27

Scan Number I II–III IV–V
Fill Number 1059 1089 1386
Beam centering 2% 2% 0.04% Uncorrelated
Beam-position jitter – – 0.3% Uncorrelated
Emittance growth

and other non-reproducibility 3% 3% 0.5% Uncorrelated
Fit model 1% 1% 0.2% Partially Correlated
Length scale calibration 2% 2% 0.3% Partially Correlated
Absolute ID length scale 0.3% 0.3% 0.3% Correlated
Transverse correlations 3% 2% 0.9% Partially Correlated
µ dependence 2% 2% 0.5% Correlated
Scan subtotal 5.6% 5.1% 1.3%
Bunch population product 5.6% 4.4% 3.1% Partially Correlated
Total 7.8% 6.8% 3.4%

Table 6: Relative systematic uncertainties on the determination of the visible cross section σvis from vdM
scans in 2010. The assumed correlations of these parameters between scans is also indicated.

Scan Number VI–VII
Fill Number 1783
Beam centering 0.10%
Beam-position jitter 0.30%
Emittance growth

and other non-reproducibility 0.67%
Bunch-to-bunch σvis consistency 0.55%
Fit model 0.28%
Background subtraction 0.31%
Specific Luminosity 0.29%
Length scale calibration 0.30%
Absolute ID length scale 0.30%
Beam-beam effects 0.50%
Transverse correlations 0.50%
µ dependence 0.50%
Scan subtotal 1.43%
Bunch population product 0.54%
Total 1.53%

Table 7: Relative systematic uncertainties on the determination of the visible cross-section σvis from
vdM scans in 2011.
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Luminosity Extrapolation

• Must apply vdM calibration over entire 2011 data period

- time stability

- different bunch structure (50 ns bunch trains)

- linearity to highest interaction rates (μ)

• One algorithm provides central value (BCMV_EventOR in 2011)

• Consistency between all methods determines uncertainty

11
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Figure 1: Average number of inelastic pp interactions per bunch crossing at the start of each LHC fill

and number of colliding bunches per LHC fill are shown as a function of time in 2010 and 2011. The

inelastic pp interaction rate is directly proportional to the instantaneous luminosity per bunch crossing.

The product of these two figures is proportional to the peak luminosity at the start of each fill.

can be rewritten as76

L = µnb fr
σinel

(2)

where µ is the average number of inelastic interactions per bunch crossing (BC).77

As discussed in Sections 3 and 4, ATLAS monitors the delivered luminosity by measuring the ob-78

served interaction rate per crossing µvis independently with a variety of detectors and using several dif-79

ferent algorithms. The total luminosity can then be written as80

L = µvisnb fr
σvis

(3)

where σvis = εσinel is the total inelastic cross-section multiplied by the efficiency ε of a particular detec-81

tor and algorithm. Since µvis is an experimentally observable quantity, the calibration of the luminosity82

scale for a particular detector and algorithm is equivalent to determining the visible cross-section σvis.83

The majority of the algorithms used in the ATLAS luminosity determination are event counting84

algorithms, where each particular bunch crossing is categorized as either passing or not passing a given85

set of criteria designed to detect the presence of at least one inelastic pp collision. In the limit µvis � 1,86

the average number of visible inelastic interactions per BC is given by the simple expression µvis ≈87

N/NBC where N is the number of bunch crossings (or events) passing the selection criteria that are88

observed during a given time interval, and NBC is the total number of bunch crossings in that same89

interval. As µvis increases, the probability that two or more pp interactions occur in the same bunch90

crossing is no longer negligible, and µvis is no longer linearly related to the raw event count N. Instead91

µvis must be calculated taking into account Poisson statistics, and in some cases instrumental or pile-up92

vdm Scan

Data-driven uncertainties determined from redundant measurements
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BCM drifts

• BCM is CVD 
diamond sensor
with separate H/V
readout pairs

• BCM response 
‘drifts’ after each 
technical stop 
(no beam)

• Seen separately in 
all 4 BCM sensors

• Asymptotically stable value after exposure of about ∫Ldt ~ 5x1036 cm-2

• Unfortunately, May 2011 vdM scan taken just after technical stop...

• BCMH σvis calibration corrected by observed drift

• No net drift observed in BCMV
12
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during the first fill and the start of the second fill, until settling at an asymptotically stable value. The918

drift of the BCMH EventOR luminosity from the calibrated value is estimated to be +1.0%, while the919

BCMV EventOR luminosity is consistent with no significant net drift by the end of this time interval.920

Comparable shifts are observed in the BCM EventAND luminosity scales. Similar patterns are observed921

after each LHC “technical stop,” a two or three week interruption in physics running scheduled approx-922

imately every two months to allow for machine development and equipment maintenance. Within a923

couple of fills after each technical stop has ended and normal physics collisions have resumed, the BCM924

luminosity scale is observed to return, with rather good reproducibility, to the level recorded before the925

technical stop.926

One interpretation of this data is that a small amount of annealing at the few percent level can occur927

during the technical stops. In the first few low-luminosity fills after a technical stop, some amount of928

“micro-pumping” takes place to refill these short-lifetime traps. The first fill shown in Figure 12 was the929

vdM scan, which took place right after the May 2011 technical stop. With an average luminosity around930

3 × 1030 cm−2 s−1, this fill did not provide enough particle fluence through the BCM detectors to fully931

pump the short-lifetime traps. By the time of the third fill, where the luminosity reached 4×1032 cm−2 s−1,932

the particle fluences since the technical stop were sufficient to return the detectors to their asymptotic933

response.934

To account for this short-term change in the BCMH detector response, the BCMH luminosity scale935

has been corrected by the observed 1.0% drift after the vdM scan. No correction has been applied936

to the BCMV EventOR algorithm which is used to set the physics luminosity scale, but an additional937

systematic uncertainty of ±0.25% has been applied as an estimate of the uncertainty due to this effect.938
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Figure 12: Fractional deviation of BCMH EventOR and BCMV EventOR luminosity values with respect
to TileCal as a function of time since the May 2011 vdM scan. The TileCal luminosity scale is calibrated
to LUCID EventOR at the time of the vdM scan. The vdM scan was performed immediately following
an LHC technical stop, when there had been no collisions for about 2 weeks.

7.5 TileCal Calibration939

As described in Sec. 4.4, the TileCal PMT currents from selected cells are calibrated with respect to the940

luminosity observed by the LUCID EventOR algorithm at relatively low µ values. This current-based941

vdM Scan Physics

±0.25% unc. on Lumi
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Figure 13: Fractional deviation in the mean interaction rate obtained using different algorithms with
respect to the BCMV EventOR value as a function of time in 2011. Each point shows the mean deviation
for a single run compared to a reference run taken in the middle of September. Statistical uncertainties
per point are negligible.

figure shows the relative variation of this ratio over time compared to a single fill in September which is1033

used to provide a reference point. The fill used to normalize this ratio for the figure is the same fill where1034

the LUCID-TileCal cross-calibration is performed, and comes approximately four months after the vdM1035

scan in May. The variation seen on the left-hand side of this plot indicates the level of long-term stability1036

from the vdM scan until this time in mid-September.1037

The various BCM algorithms are very stable with respect to each other, with agreement at the level1038

of a few tenths of a percent over the entire 2011 run (the first few fills with low numbers of colliding1039

bunches after each technical stop are not shown in this figure). This demonstrates the reproducibility1040

of the BCM luminosity scale after each technical stop as discussed in Section 7.4. The LUCID data1041

is shown only for the period of operation without gas from July onwards. Some variation at the level1042

of ±0.5% can be seen for the LUCID Event algorithms, with somewhat larger variations observed for1043

LUCID HitOR. These variations are observed to be correlated with drifts in the PMT gains inferred from1044

measurements of single-photon pulse-height distributions in the LUCID data.1045

The FCal luminosity is observed to vary by about −0.5% with respect to BCMV EventOR from early1046

to late 2011. Studies have shown that this variation is actually the result of a residual non-linearity in the1047

FCal luminosity response. Since the average luminosity increased considerably from early to late 20111048

due to the increase in the number of colliding bunches, this non-linearity with total luminosity manifests1049

itself as an apparent drift on the time stability plot. The TileCal luminosity is observed to undergo a slow1050

drift with respect to BCMV EventOR at the level of 1% over the course of 2011. In contrast to the FCal,1051

this variation has been shown not to be dependent on luminosity, but rather is likely due to residual PMT1052

gain variations which are not corrected by the TileCal laser calibration system.1053

Based on the observed variation with time between the various algorithms shown in Figure 13, a1054

systematic uncertainty on long-term stability, which includes any effects related to dependence on the1055

2011 Long-term Stability

13

Normalized to
BCMV_OR Here

vdM Scan

Tile variation likely explained by residual PMT gain drifts
Uncertainty: ±0.7% on Lumi
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Single Run μ dependence

14

N
ot

re
vi

ew
ed

,f
or

in
te

rn
al

ci
rc

ul
at

io
n

on
ly

June 2, 2012 – 23 : 18 DRAFT 38

BCMV_EventOR
>µ<

9 10 11 12 13 14 15 16 17

 -
 1

 [
 %

 ]
B

C
M

V
_
E

ve
n
tO

R
>

µ
 /
 <

a
lg

o
ri
th

m
>

µ
<

-1

-0.5

0

0.5

1

1.5

2

BCMH_EventAND BCMH_EventOR
BCMV_EventAND LUCID_EventOR
LUCID_HitOR LUCID_EventAND
FCal Tile

ATLAS Preliminary
Data 2011  = 7 TeVs
LHC Fill 2208 - Oct 12, 2011

Reference LHC Fill 2105 - Sep 13, 2011

Figure 16: Fractional deviation in the average number of interactions per bunch crossing �µ� (averaged
over BCIDs) obtained using different algorithms with respect to the BCMV EventOR value as a function
of �µ�. Only data from a single LHC fill is shown. Statistical uncertainties per point are negligible.

Uncertainty Source δL/L
2010 2011

Bunch Charge Product 3.1% 0.54%
Other vdM

Calibration Uncertainties 1.3% 1.43%
Afterglow Correction 0.20%
BCM Stability 0.25%
Long-term consistency 0.5% 0.70%
µ Dependence 0.5% 0.50%
Total 3.4% 1.78%

Table 9: Relative uncertainty on the calibrated luminosity scale broken down by source. The vdM scan
calibration uncertainty has been separated into the uncertainty on the bunch charge product, and the
uncertainties from all other sources.

Offsets due to long-term stability variation
Algorithms linear to better than ±0.5% over this high-μ range
Extrapolation to μ ~ 2 dominates uncertainty: ±0.5% on Lumi
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Uncertainty Source δL/L
2010 2011

Bunch Population Product 3.1% 0.5%

Other vdM
Calibration Uncertainties 1.3% 1.4%

Afterglow Correction 0.2%

BCM Stability 0.2%

Long-Term Consistency 0.5% 0.7%

µ Dependence 0.5% 0.5%

Total 3.4% 1.8%

Table 9: Relative uncertainty on the calibrated luminosity scale broken down by source. The vdM scan

calibration uncertainty has been separated into the uncertainty on the bunch population product and the

uncertainties from all other sources.

over time and over variation in operating conditions, most notably the number of interactions per bunch1145

crossing. The combination of these systematic uncertainties results in a final uncertainty on the ATLAS1146

luminosity scale during pp collisions at
√

s = 7 TeV of δL/L = ±3.4% for the 48 pb
−1

of data delivered1147

to ATLAS in 2010 and δL/L = ±1.8% for the 5.6 fb
−1

delivered in 2011.1148

Final Luminosity Uncertainties

15

Extrapolation

vdM Calibration

Bunch population product significantly reduced
Other uncertainties remain largely similar to 2010
even with significantly larger pileup, bunch trains

Preliminary, but nearly final: ATLAS-CONF-2012-080

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/CONFNOTES/ATLAS-CONF-2012-080/
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/CONFNOTES/ATLAS-CONF-2012-080/
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2012 Outlook

16

Lumi analysis for 2012 ongoing

First vdM scan taken in April
Second scan planned for mid-July 

Initial (preliminary) analysis 
for ICHEP `12: δL/L = ±3.6%

New year, new challenges...

2012 luminosity has exceeded 2011
Average interaction rate doubled

Will continue to rely on redundancy 
to demonstrate reliability of 

ATLAS luminosity scale

7 fb-1 delivered!
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Additional Material
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Afterglow

• Afterglow creates a luminosity background in bunch trains

• Relatively small effect (~0.8% for LUCID_OR, ~0.4% for BCM_OR)

• Simple correction by subtracting effective lumi in BCID-1

• More correct (but slow) ‘template’ analysis gives same results

18
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Figure 11: Observed luminosity averaged over the fill as a function of BCID for the LUCID EventOR
and BCMH EventOR algorithms for a single LHC fill with 1042 colliding bunch pairs. On this scale the
BCMH and LUCID luminosity values for colliding BCIDs are indistinguishable. The small “afterglow”
luminosity comes in BCIDs where no bunches are colliding and is the result of induced activity seen in
the detectors. Only 800 BCIDs are shown so that the details of the afterglow in the short and long gaps
in the fill pattern can be seen more clearly.

ent estimates using the following BCID or the average of the preceding and following BCIDs produce830

negligibly different results.831

This afterglow subtraction has been applied to all BCM and LUCID luminosity determinations. Since832

the afterglow level in the BCID immediately following a colliding bunch may be different than the level833

in the second BCID after a colliding bunch, BCIDs at the end of a bunch train have been used to evaluate834

any possible bias in the the afterglow correction. It is observed that the simple afterglow subtraction835

over-corrects for the afterglow background in the BCMH EventOR algorithm by approximately 0.2%,836

although for the BCMV EventOR algorithm the method works better. A systematic uncertainty of ±0.2%837

is assigned to cover any possible bias on the BCMV EventOR luminosity. The LUCID EventOR algo-838

rithm, meanwhile, is overcorrected by around 0.5%. A more detailed comparison, using luminosity data839

from a single bunch run to construct an afterglow “template” which can be combined with any arbitrary840

bunch pattern to emulate the behavior in a train, yields consistent results.841

Afterglow in 2010 was considerably less important due to the relatively small fraction of integrated842

luminosity delivered after the introduction of 50 ns bunch trains, and the relatively short trains used that843

year. Afterglow is generally negligible in vdM scans due to the small number of colliding bunches and844

the large spacing between them.845

The additional single-beam backgrounds observed by both BCM and LUCID are generally negligible846

during normal physics operations as these luminosity independent backgrounds are tiny compared to the847

typical signal during physics operations. These backgrounds must be treated carefully, however, during848

vdM scans or other special beam tests which involve low-luminosity running.849

7.3 LUCID PMT Current Correction850

Due to the increase in the total luminosity delivered by the LHC, both in terms of the number of bunches851

colliding and of the average µ per bunch, the LUCID PMTs in 2011 are operating in a regime where the852

average anodic PMT current is of order 10µA which has an observable effect on the PMT gain.853

Uncorrected, this effect shows up both as an apparent µ dependence of the luminosity, since the PMT854
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2011 μ dependence

19

Same data as time history
Tile variation from time dependence
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Figure 14: Fractional deviation in the average number of interactions per bunch crossing �µ� (averaged
over BCIDs) obtained using different algorithms with respect to the BCMV EventOR value as a function
of �µ�. Statistical uncertainties are shown per point, but generally are negligible.

the FCal luminosity over this range, which is consistent with the dependence on total luminosity also1103

observed in Figure 14. The TileCal data agrees very well with BCM, which is significant since the1104

TileCal luminosity scale is cross-calibrated to LUCID EventOR during the vdM scan taken four months1105

earlier. The LUCID EventOR data also agrees with BCM at the ±0.5% level, while LUCID EventAND1106

deviates by a few percent at the very lowest luminosity values. This is interpreted as an imperfect1107

subtraction of the single-beam background which is complicated by the presence of afterglow in this1108

physics-based LHC filling pattern. Deviations of LUCID EventAND are not observed at low luminosity1109

in the vdM scan, shown in Figure 9, where the background correction can be performed more accurately.1110

The vertex counting data is also shown in Figure 14 for the two BCIDs which were recorded with a1111

special trigger during this time. The vertex luminosity increases by about 1% over the range of this1112

figure, which is consistent with the additional systematic uncertainties on the vertex counting technique.1113

These uncertainties, related to the vertex masking and fake vertex corrections, grow with the interaction1114

rate and are estimated to reach ±2% by an interaction rate of µ = 10.1115

A final test of µ dependence is performed by comparing the luminosity ratio between algorithms as1116

a function of �µ� for a single LHC fill. This comparison, shown in Figure 16 for a fill in October 2011,1117

provides a way to assess the linearity independently from any long-term stability effects up to the very1118

highest µ values observed in 2011. Here the shapes of the curves are directly sensitive to variations in the1119

linearity as a function of �µ�, while the overall shifts of each algorithm up or down result from variations1120

in the long-term stability. So while TileCal and LUCID HitOR luminosity scales are both seen to deviate1121

from BCMV EventOR by up to 0.5%, this variation is expected from the data shown in Figure 13. Each1122

algorithm shows a linear response with respect to BCMV EventOR, with the largest variations observed1123

with LUCID HitOR at the 0.5% level.1124

As a result of all the information available, a systematic uncertainty of ±0.5% has been applied to1125

account for any possible µ dependence in the extrapolation from the low µ vdM scan calibration to the1126

±0.5% 
on Lumi
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LHC Fill 2086 - Pile-up Scan

 = 7 TeVsData 2011 - 

Pileup Scan Data

20

End-of-fill data taken by separating beams
Very-low μ behavior dominated by background issues (bunch trains)

Extrapolation range
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LHC Fill 1783

 = 7 TeVsData 2011 - 

vdM Scan μ dependence

21

Good linearity at low μ seen in vdM scan (no bunch trains)


