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The T2K experiment

 

  Overview of the T2K experiment, where a 
high intensity beam of  νµ is created at 
Tokai and sent 295 km under ground to 
Super-Kamiokande.

 

T2K: long baseline neutrino oscillation 
➡ high intensity neutrino beam (peak at 600 MeV)
➡ off-axis beam
➡ 30 GeV proton beam impinging on the 90 cm 

long graphite target. 

Analysed POT (Jan 2010 - March 2011):
➡POT = 10.796 x 1019

Total Integrated νµ Flux 
➡ 2.09 x 1012 cm-2/POT 

ND280

νμ flux at ND280
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The off-axis near detector (ND280)
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     Charged current event candidate in the tracker 
region of the near detector. Muon reconstructed 
angle 40° and reconstructed momentum: 566 MeV/c
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Run #: 4200 Evt #: 24083 Time: Sun 2010-03-21 22:33:25 JST

Overview of the off-axis Near Detector
Figure 5.6: An exploded view of the ND280 off-axis detector

5.3.3 Side Muon Range Detector (SMRD)13

Goal14

The SMRD performs multiple functions:15

• It records muons escaping with high angles with respect to the beam direction and measures their16

momenta.17

• It triggers on cosmic ray muons that enter or penetrate the ND280 detector.18

• It helps identify beam-related event interactions in the surrounding cavity walls and the iron of the19

magnet.20

51

Neutrino beam 
direction

‣ Scintillator mainly composed of carbon
           C 86%, O 3.7%, H 7.4%, Ti 1.7%, Si 1%, N 0.1%

‣ Provides the target mass

FGD1 scintillator (FV mass ~913 kg):

Magnetized Detector (0.2 Tesla)

Time Projection Chambers (TPCs) & Fine Grain 
Detectors (FGDs) scintillators are the main 
detectors used for the analyses presented here

zoomThe ND280 detector

Outer wall

Inner wall and
field cage

E B,
directions

! beam
direction

Central cathode

Central
cathode HV

Front end
cards

Pi-zero
Detector

Tracker

TPCs
FGDs

ECAL

! beam

Magnet
yoke

Magnet
coils

micromega
modules2.5 m

2.
5 

m

ND280 characterizes the neutrino beam from

J-Parc to SuperKamiokande (SK)

Energy spectrum

Cross-section×flux measurement

Nuclear effects in neutrino interactions

Fraction of νe in the neutrino beam

Study background processes for the νµ/νe
oscillations measurement at SK

Particle tracking with TPC detectors

Very low material density

Excellent particle identification via dE/dx

Momentum determination through deflection in

a transversal 0.2T magnetic field

∼1.2m long drift volume filled with

Ar:CF4:iC4H10 (95:3:2) - E=200 V/cm

A. Ferrero
∗

for TRIUMF, University of British Columbia, University of Victoria, IRFU-CEA/Saclay, RWTH Aachen University, INFN Italy, Barcelona University, Valencia University and University of Geneve
∗

TPC Meeting

   Particle tracking with TPCs provides:
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Event samples and selection

‣ At least one negative track in the TPC
‣ The track starts in fiducial volume of the FGD1
‣ dE/dx compatible with the muon hypothesis

The CC selection at ND280

2354 events selected
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4485 events selected

- Fraction of selCCtrueCCQE/trueCCQE, selCCtrueCCnQE/trueCCnQE =¿ what kind of topology the1

detector is able to see2

=¿ selCC true1track/true1track (% of CCQE, % CCnQE, % NC, and other background), true2track,3

true3tracks, ¿3tracks4

PILE UP CORRECTION5

- events rejected because of TPC1 track for data and MC:6

- more event rejected for same pot because of sand muons =¿ prob of finding a TPC1 per bunch and use7

Table 5.4 shows the fraction of background in this analysis for the total number of selected events. The8

sand muons background is here also included. Fig. 5.2 shows the reconstructed momentum and angle of9

the muon using the CC inclusive selection. We see that GENIE agrees better with the data than NEUT.10

Note that if we use the default flux 11a, NEUT agrees better than GENIE. The tuned flux 11b, used in this11

analysis, represent a priori a better reality of the flux. There is, still, a big uncertainty on the flux, we are12

therefore not able to conclude anything based on this observation.13

Table 5.4: Fraction of background in the inclusive CC selection.

type Background %

Outside FV but in FGD1 0.94

Outside FV but in FGD2 0.07

Outside Magnet (sand muons) 1.04

Outside FGD 7.05

Neutral Currents in FV 3.17

CCνe in FV 0.27

ν̄µ,(e) in FV 0.68

total 13.22
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Figure 5.2: Muon momentum and angle distribtion by using the tuned flux 11b3.1, applying magnetic

field corrections and pileup inefficiencies. Sand muons are also added. The distributions are shown for

run1 and run2 together.

The measured (selected) phase space in data is shown in Fig. 5.3. We see that most of the selected events14

are in the forward direction. This can be also observed in Fig. 5.4, where we show the number of simulated15

CC inclusive interactions in FGD1 together with our signal. Note that we consider as signal any event that16

have been selected and are CC-νµ interactions. If there is a mistake in the muon candidate but we still select17

correctly the event as CC-νµ interaction the event is accepted as signal. We see, that this mistake is often18
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Figure 5.2: Muon momentum and angle distribtion by using the tuned flux 11b3.1, applying magnetic

field corrections and pileup inefficiencies. Sand muons are also added. The distributions are shown for

run1 and run2 together.

The measured (selected) phase space in data is shown in Fig. 5.3. We see that most of the selected events14

are in the forward direction. This can be also observed in Fig. 5.4, where we show the number of simulated15

CC inclusive interactions in FGD1 together with our signal. Note that we consider as signal any event that16

have been selected and are CC-νµ interactions. If there is a mistake in the muon candidate but we still select17

correctly the event as CC-νµ interaction the event is accepted as signal. We see, that this mistake is often18
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After CC selection (with default MC)

‣ Only one TPC-FGD track 
‣ No Michel electron

n

Charge Current (CC) interaction

2.8 Deep Inelastic Scattering (DIS)1

Deep inelastic scattering are processes that start appearing at high neutrino energy and are well known at2

high Q2 > 2 Gev2. This scattering can be described by3

νl +A → l− +X (2.83)

νl +A → νl +X (2.84)

where A is the nucleus and X a number of particle bigger than a single pion, where the Feynman diagram4

is shown in Fig. 2.9.

2522 M. Antonello et al.

Fig. 1. The main types of charged current muon neutrino scattering on a free nu-
cleon/nucleus that produce pions directly. From top left to bottom right are: Deep
Inelastic Scattering (DIS), Coherent pion production, and Resonance production
(RES). In the figure N is a nucleon, A is a nucleus and X represents the hadronic
system excluding pions.

So far we have listed cross-section models which describe the scattering of
neutrinos off free nucleons4. It is necessary to take into account the fact that
these nucleons are not free but rather exist as bound states within a nuclear
environment. The common approach within MC generators is to use the
Relativistic Fermi gas (RFG) model where the Fermi motion of individual
nucleons is taken into account. However, its implementation often differs
for different neutrino generators. In several papers [19] the importance of
considering Pauli blocking and FSI effects for νe + 16O → eX reactions
(also applying to νµ16O) are shown. Also, it is shown by O. Benhar et al.
that the RFG model does not agree well with experimental data. A better
description is offered through the use of spectral functions [20], as measured
in electron scattering experiments.

It is also necessary to describe hadronization, as well as the propaga-
tion of secondary particles out of the nucleus. The simulation must cover
a description of both rescattering and absorption effects. A report on the
modeling of final state interactions and the use of intranuclear cascade mod-
els was presented at the school [21]. These are often individual features of
a generator and are described in the next section.

4 With the notable exception of coherent pion production, which by its very nature is
describing scattering off the whole nucleus.

Figure 2.9: Feynman diagram of a deep inelastic scattering [64]
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The differential cross-section of the processus ν +A → l− +X is given in its general form by Eq. 2.22,6
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where MN is the mass of the nucleon and the Wi are the hadronic structure functions. In the limit of8

high Q2, they represent the parton distribution functions. This can be shown by changing to the Bjorken9
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For high Q2, we then have,11
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2, ν) → F2(x) (2.89)

νW3(Q
2, ν) → F3(x) (2.90)

where F1, F2 and xF3, are the parton distribution function.12

Using the relation of Callan-Gross, 2xF1 = F2, we obtain13
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where Ml is the mass of the lepton and Eν is the energy of the incoming neutrino.14
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Deep inelastic scattering are processes that start appearing at high neutrino energy and are well known at2

high Q2 > 2 Gev2. This scattering can be described by3

νl +A → l− +X (2.83)

νl +A → νl +X (2.84)

where A is the nucleus and X a number of particle bigger than a single pion, where the Feynman diagram4

is shown in Fig. 2.9.
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a description of both rescattering and absorption effects. A report on the
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Using the relation of Callan-Gross, 2xF1 = F2, we obtain13
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where Ml is the mass of the lepton and Eν is the energy of the incoming neutrino.14

37

2.8 Deep Inelastic Scattering (DIS)1

Deep inelastic scattering are processes that start appearing at high neutrino energy and are well known at2

high Q2 > 2 Gev2. This scattering can be described by3

νl +A → l− +X (2.83)

νl +A → νl +X (2.84)

where A is the nucleus and X a number of particle bigger than a single pion, where the Feynman diagram4

is shown in Fig. 2.9.

2522 M. Antonello et al.

Fig. 1. The main types of charged current muon neutrino scattering on a free nu-
cleon/nucleus that produce pions directly. From top left to bottom right are: Deep
Inelastic Scattering (DIS), Coherent pion production, and Resonance production
(RES). In the figure N is a nucleon, A is a nucleus and X represents the hadronic
system excluding pions.

So far we have listed cross-section models which describe the scattering of
neutrinos off free nucleons4. It is necessary to take into account the fact that
these nucleons are not free but rather exist as bound states within a nuclear
environment. The common approach within MC generators is to use the
Relativistic Fermi gas (RFG) model where the Fermi motion of individual
nucleons is taken into account. However, its implementation often differs
for different neutrino generators. In several papers [19] the importance of
considering Pauli blocking and FSI effects for νe + 16O → eX reactions
(also applying to νµ16O) are shown. Also, it is shown by O. Benhar et al.
that the RFG model does not agree well with experimental data. A better
description is offered through the use of spectral functions [20], as measured
in electron scattering experiments.

It is also necessary to describe hadronization, as well as the propaga-
tion of secondary particles out of the nucleus. The simulation must cover
a description of both rescattering and absorption effects. A report on the
modeling of final state interactions and the use of intranuclear cascade mod-
els was presented at the school [21]. These are often individual features of
a generator and are described in the next section.

4 With the notable exception of coherent pion production, which by its very nature is
describing scattering off the whole nucleus.

Figure 2.9: Feynman diagram of a deep inelastic scattering [64]

5

The differential cross-section of the processus ν +A → l− +X is given in its general form by Eq. 2.22,6
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where MN is the mass of the nucleon and the Wi are the hadronic structure functions. In the limit of8
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Reconstructed muon momentum (MeV/c)

NEUT: http://www.actaphys.u j.edu.pl/vol40/pdf/v40p2477.pdf.

GENIE: http://www.genie-mc.org/
NuWro: http://th-www.if.uj.edu.pl/acta/vol40/pdf/v40p2507.pdf

The Generators used (references)

= all CC that is not QE

 CCnQE sub-sample   CCQE sub-sample 

= all CC selected 
 that is not QE
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Selection performance

CCQE-like

CCnQE-like

Figure 16: Reconstructed X (Left), Y (center) and Z (right) position of the start of the muon
candidate track in data and Monte Carlo for the CC inclusive selection. The off-axis configu-
ration is easily visible both in data and Monte Carlo. In all the cases, the pot averaged Monte
Carlo for run 1 and run 2 are shown.

5.3 Analysis performance for Monte Carlo297

The analysis performance of the CC inclusive and the CCQE enhanced (CCnQE enhanced)298

selections are presented in this section. The composition of the MC inclusive νµ, after the CC299

inclusive selection, is shown in Table 4. The true particle type composition of the muon track300

candidate is shown in Table 5.301

Table 6 reports the efficiency for selecting CCQE events in the FGD1 fiducial volume and302

the purity (fraction of real CCQE) of the CCQE-like sample for MC. This shows that the further303

cuts applied on the νµ CC inclusive sample are effective in selecting the CCQE-like sample.304

Those efficiencies are plotted in Fig. 17 as a function of true neutrino energy and in Fig. 18 as305

function of the cosine of the muon angle .306

Figure 17: Left plot: CCQE selection efficiency as a function of true neutrino energy. Right
plot: CCQE sample purity as a function of true neutrino energy.

5.4 Event pile up307

The event selection requires that the track starts in the FGD fiducial volume, the probability to308

have overlaping events in the same bunch can be computed as the square of the probability of309

good event per bunch. These numbers are shown in Table 7 using the total number of selected310

events in the FGD fiducial volume as shown in Table 2. This probability is very low and it311

introduces negligible effects in the comparison between Data and Monte Carlo.312
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Rate Measurement Method

INPUT 
covariances

Uncertainties from

Detector (Vd)
(FSI included here)

Flux (Vb)
(from Na61, proton beam 

monitors, etc)

Cross-Section (Vx)

Likelihood Fit at ND280

RESULTS

used to constrain
 flux & cross section 

parameters in T2K 
oscillation fits

Parameters to be 
fitted# of reconstructed  

events at the near 
detector in the (p-θ) 

plane 

INPUT
 ND280 events

−2 ln(LND280) = f(Ndata
j , Vx, Vb, Vd,�s)
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Cross Section uncertainty (input for rate and xsec-meas.)

Table 9: NIWG 2012a cross-section parametrization, with nominal value and error assigned [12].

Parameters Nominal value Error

MCCQE
A 1.21 GeV 37.2 %

MRES
A 1.16 GeV 9.5 %

CC-oth shape 0 40 %
pF 217 MeV/c 13.8 %

Wshape 87.7 51.7 %
pionless ∆ decay 0.2 20 %

Table 10: NIWG 2012a parameters that are not included in the default simulation, with nominal value
and error assigned [12].

Parameters Nominal value Error
Spectral Function Off (0) 100 %

1π Eν shape Off (0) 50 %

Table 11: NIWG 2012a cross-section normalizations with range of neutrino energy, nominal value, and
error assigned [12].

Parameters Int. mode bin Energy range (GeV) Nominal value Error
CCQE 0 0.0 < Eν < 1.5 1 11 %
CCQE 0 1.5 < Eν < 3.5 1 30 %
CCQE 0 3.5 < Eν 1 30 %
CC-1π 1 0.0 < Eν < 2.5 1.63 43 %
CC-1π 1 2.5 < Eν 1 40 %

CC-COH 2 0.0 < Eν 1 100 %
NC-oth 3 0.0 < Eν 1 30 %
NC-1π0 4 0.0 < Eν 1.18 43 %

approximation, the uncertainty is introduced through a detector covariance matrix4.1

The FSI covariance matrix is generated by using 16 FSI parameter sets that represent a “1-sigma” contour in2

the FSI parameter space. For each parameter set, fs, T2KReWeight is used to produce a varied CCQE-like3

and CCnQE-like sample (pµ, cos θµ) distribution (N sel,MC
rj (fs)).4

The fractional error matrix which relates changes to �f between reconstructed (pµ, cos θµ) bins j and j� is5

built as,6

Vf,jj� =
1

16

16�

s=1

(N sel,MC
rj (fs)−N sel,MC

rj )(N sel,MC
r�j

(fs)−N sel,MC
r�j

)

N sel,MC
rj N sel,MC

r�j

(20)

This source, as a first approximation, is assumed to be independent of the other cross-section parameters7

and its covariance matrix is shown in Fig. 11.8

6.4 Parametrization of the Detector9

The systematic error sources on the detector response are described in T2K-TN-93 [4]. This section sum-10

marizes the essential information. The selection is binned in 40 bins, where the first 20 bins are for the11

4This is expected to be a conservative method as described in [12].
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20% of all ∆ may decay to produce no pions in 
NEUT generator

Decay width of the resonance allowing the 
modification of the shape of the pion momentum 
in resonance interactions

Energy dependent uncertainty for CC-nπ and CC 
deep inelatic (40%/Eν)

Replace relativistic Fermi gas by NuWro generator 
spectral function

Parameter changing the shape of 1π 
channel below 1GeV

uncertainties coming from 
comparison of our generator 
(NEUT) with external data

normalization uncertainties
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Systematics and results
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Detector Error Matrix

Figure 2: The detector error matrix (sign(Vij)×
�
|Vij|) for the 40 pµ, cosθµ bins described

in Sec. 3. The pµ bins are labeled by pi in increasing momentum. For each pi the bins

iterate through the cosθµ bins from -1 to 1.

we add 40 parameters, di, that scale the content of each of the pµ, cosθµ bins (Np
i ):414

Np
i = di

Eνbins�

j

Int.modes�

k

bjx
norm
k (Ej)wi,j,k(�x)T

p
i,j,k (17)

The di are allowed to vary in the fit with a prior constraint from the detector415

systematic uncertainty evaluation. Since the di that scale the bin contents are a416

multiplicative factor, the covariance matrix is a fractional covariance. Fig. 2 shows417

the detector error matrix. The maximum bin error is about 10%; T2K-TN-093 [4]418

shows the individual detector systematic components effect on the the pµ, cosθµ419

distributions for both samples. A summary of the error sources is shown in Table 3.420

Note: The detectory systematic uncertainties used for the fit presented in this421

note are not the final set of uncertainties presented in T2K-TN-093 [4]. At the time422

the inputs for the oscillation analysis were finalized, the tracker νµ uncertainties had423

not been completed. See Appendix C for the effect of the final tracker νµ detector424

systematic uncertainties on the BANFF fit results.425

6 Flux parametrization426

At this time, there is no simple underlying parametrization that describes the sys-427

tematic uncertainties on the NA61 and other hadron production data that contribute428

19

Detector error matrix

- dominated by statistic
- main systematic uncertainty 
coming from out of fiducial 
volume background (OOFV) and 
momentum distortions due to 
magnetic field

Systematic on the flux is about 10%
- comes mainly from cross-section 
production and secondary interactions

Detector

Flux

Much better agreement 
of the data with the MC

post-fit MC

CCQE selection
Data/MCnom = 95.0%
Data/MCrefit = 99.9%

CCnQE selection
Data/MCnom = 98.7%
Data/MCrefit = 99.4%

CC selection
Data/MCnom = 95.5%
Data/MCrefit = 99.5%

Muon momentum (MeV/c)

The Results
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Far detector prediction

Reduction of the systematic errors of 
the neutrino flux at the far detector 
due to the ND280 measurements: 
       20%        10% error

ND280 can also do other kinds of 
measurements... (cross section,...)
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Flux averaged cross Section Measurement Method

# of  interactions
in true bin

flux# of target 
nucleons

With a binning small enough, the differential cross-section averaged is then given by,

�∂σ
∂b

�k =
N int

k

Tφ∆bk
(9)

where ∆bk is the bin width, and σ ≡ �σ�φ. Following the same principle we get for the 2-dimensional case:

� ∂2σ

∂b1∂b2
�kl =

N int
kl

Tφ∆b1,k∆b2,l
(10)

� ∂2σ

∂pµ∂ cos θµ
�kl =

N int
kl

Tφ∆pµ,k∆ cos θµ,l
(11)

The cross-section per nucleon for the true bin k and l σk,l is then given by,

σkl =
N int

kl

Tφ
(12)

In the case of a perfect detector response, the number N int
k would represent directly the number of events

that we find in a certain reconstructed bin k. However, in practice, this is not the case and it often happens

that events generated in a true bin k end in a different reconstructed bin j. Suppose that we have N int
k

events generated in the true bin k and the number of reconstructed events in bin j, N �
j , is linearly related

to Nk,

N �
j = AjkNk (13)

The inverse transformation

Nk = A−1
jk N

�
j (14)

that expresses back the number of true events, Nk, in true bin k as a function of the number of reconstructed

events, Nj , in different reconstructed bin j, is called unfolding.

An unfolding procedure requires theoretically the inversion of the matrix A. However this method can lead

to statistical fluctuations that are not desirable. In addition, the inverse does not always exist (e.g when

its determinant is null or all its entries are equal). Due to efficiency effects the matrix A might not be

invertible at all. To avoid this issue, we will use the Bayesian iterative method (based on Bayes’ theorem)

and described by d’Agostini [2].

3 Binning

The binning over initial and final states variables has been set for all the analyses of the T2K near detector

and decided in the scope of the oscillation analysis.

In this analysis, we consider a binning over the final state variables (pµ, cos θµ), as well as a binning over the

initial state variable Eν (the true neutrino energy) for a given interaction mode (e.g CCQE, CCRES, etc

...). While the binning over the initial state variables will be use only for systematic propagation, or fake

data studies, the binning over the final state variables will be also used to give the final results, as in Eq. 9.

The (pµ, cos θµ) bins were optimized to provide the best CC inclusive measurement with the amount of

statistics in the data set. Future analyses with larger data sets will use finer binning. For the present

analysis, however, the bins were chosen with several criteria in mind [3]:

5

Flux averaged differential cross section:

Method

2D binning: (k,l)

1D binning: k 

unfolding based on  Bayes’ theorem 

Ukj =  probability to
have an interaction in bin k, 
when having reconstructed the event in bin j

unfolding 
matrix background

in rec. bin

# of sel. 
events

Unfolding

efficiency

N int
k ≈ �Nk =

Ukj

�k
(Nsel

j −Bj)

reco. (j index)

true (k index)

Ukj = P (k|j) = P (j|k)P (k)�

α

P (j|α)

(pk, cos θl)

(p, cos θ)k
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Unsmearing matrix and Efficiency

where Eq. 16 comes directly from the Bayes’ theorem.1

We will often use the term unsmearing matrix to refer to this probability when considered over all2

true and reconstructed bins. The unsmearing matrix is shown for the first iteration in Fig. 7.3
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Figure 7: Left: Unsmearing matrix after the first iteration (see Eq. 16). Right: Efficiency for the nominal
NEUT MC in the (Pµ, cos θµ) plane (see Eq. 14). The last momentum bin contains the total number of
event from 900 MeV to 30 GeV.

• In Eq. 16, Pm(tk) is simply the updated prior probability to observe an event in the bin tk for the4

m-th iteration:5

Pm(tk) =
Nm

tk
nt�

α=1

Nm
tα

(17)

where Nm
tk is given using Eq. 15 for m = m+ 1.6

For simplicity, in the following section, we will use the notation,7

Ukj =
Pm(tk|rj)

�k
, Pjk ≡ P (rj |tk), �Ntk ≡ Nm+1

tk
(18)

In the case of a single iteration, we have:8

P0(tk|rj) =

Sjk

Ntk

Ntk�
α Ntα

�
γ

Sjγ

Ntγ

Ntγ�
α Ntα

=
Sjk�
αNtα

1
�

γ
Sjγ�
α Ntα

=
Sjk�
γ Sjγ

(19)

The code used to unfold the data is based on the RooUnfold package developed by Tim Adye, Kerstin9

Tackmann, and Fergus Wilson [5]. Several modifications have been brought to the original code such as the10

computation of the statistical error which now take also into account the MC statistical error and not only11

the part coming from the data. The computation of the statistical error is based on the d’Agostini paper12
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bin contains the total number of event from 900 MeV to 30 GeV.
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nominal NEUT MC in the (Pµ, cos θµ) plane (see Eq. 7.14). The last momentum bin contains the total

number of event from 900 MeV to 30 GeV.
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where Eq. 16 comes directly from the Bayes’ theorem.1

We will often use the term unsmearing matrix to refer to this probability when considered over all2

true and reconstructed bins. The unsmearing matrix is shown for the first iteration in Fig. 7.3
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• In Eq. 16, Pm(tk) is simply the updated prior probability to observe an event in the bin tk for the4

m-th iteration:5

Pm(tk) =
Nm

tk
nt�

α=1
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tα

(17)

where Nm
tk is given using Eq. 15 for m = m+ 1.6

For simplicity, in the following section, we will use the notation,7

Ukj =
Pm(tk|rj)

�k
, Pjk ≡ P (rj |tk), �Ntk ≡ Nm+1

tk
(18)

In the case of a single iteration, we have:8

P0(tk|rj) =
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The code used to unfold the data is based on the RooUnfold package developed by Tim Adye, Kerstin9

Tackmann, and Fergus Wilson [5]. Several modifications have been brought to the original code such as the10

computation of the statistical error which now take also into account the MC statistical error and not only11

the part coming from the data. The computation of the statistical error is based on the d’Agostini paper12
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signal, where the selected track was not the outgoing muon.
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Table 18: Differential cross-section result with its statistical and systematic error

Pµ (GeV) cos θµ � ∂2σ
∂pµ∂ cos θµ

� cm2

molecules MeV � ∂2σ
∂pµ∂ cos θµ

� cm2

nucleon MeV stat. error (%) syst. error (%)

(0.0,0.4) (-1,0.84) 3.577 × 10−41 2.955 × 10−42 6.47 17.61
(0.84,0.9) 3.627 × 10−41 2.996 × 10−42 11.86 18.15
(0.9,0.94) 3.229 × 10−41 2.667 × 10−42 15.24 20.52
(0.94,1) 3.111 × 10−41 2.569 × 10−42 16.24 21.09

(0.4,0.5) (-1,0.84) 4.556 × 10−41 3.763 × 10−42 5.45 15.33
(0.84,0.9) 11.927 × 10−41 9.851 × 10−42 10.78 15.37
(0.9,0.94) 11.003 × 10−41 9.088 × 10−42 12.80 15.18
(0.94,1) 7.126 × 10−41 5.886 × 10−42 15.48 17.76

(0.5,0.7) (-1,0.84) 2.429 × 10−41 2.006 × 10−42 4.77 14.50
(0.84,0.9) 14.975 × 10−41 12.369 × 10−42 7.65 13.76
(0.9,0.94) 12.604 × 10−41 10.411 × 10−42 9.27 14.45
(0.94,1) 10.632 × 10−41 8.781 × 10−42 9.39 15.66

(0.7,0.9) (-1,0.84) 0.782 × 10−41 0.646 × 10−42 6.57 14.40
(0.84,0.9) 8.205 × 10−41 6.777 × 10−42 8.91 14.30
(0.9,0.94) 8.821 × 10−41 7.285 × 10−42 10.11 14.95
(0.94,1) 9.045 × 10−41 7.471 × 10−42 8.64 14.81

(0.9,30.0) (-1,0.84) 0.006 × 10−41 0.005 × 10−42 7.20 15.50
(0.84,0.9) 0.156 × 10−41 0.129 × 10−42 7.43 14.31
(0.9,0.94) 0.282 × 10−41 0.233 × 10−42 6.55 14.04
(0.94,1) 0.917 × 10−41 0.757 × 10−42 3.35 13.89
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Figure 19: Differential cross-section results with systematic and statistical error bars together. The differ-
ential cross-section is given in cm2/molecules/MeV. Each graph corresponds to a bin angle.
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Table 18: Differential cross-section result with its statistical and systematic error

Pµ (GeV) cos θµ � ∂2σ
∂pµ∂ cos θµ

� cm2

molecules MeV � ∂2σ
∂pµ∂ cos θµ

� cm2

nucleon MeV stat. error (%) syst. error (%)

(0.0,0.4) (-1,0.84) 3.577 × 10−41 2.955 × 10−42 6.47 17.61
(0.84,0.9) 3.627 × 10−41 2.996 × 10−42 11.86 18.15
(0.9,0.94) 3.229 × 10−41 2.667 × 10−42 15.24 20.52
(0.94,1) 3.111 × 10−41 2.569 × 10−42 16.24 21.09

(0.4,0.5) (-1,0.84) 4.556 × 10−41 3.763 × 10−42 5.45 15.33
(0.84,0.9) 11.927 × 10−41 9.851 × 10−42 10.78 15.37
(0.9,0.94) 11.003 × 10−41 9.088 × 10−42 12.80 15.18
(0.94,1) 7.126 × 10−41 5.886 × 10−42 15.48 17.76

(0.5,0.7) (-1,0.84) 2.429 × 10−41 2.006 × 10−42 4.77 14.50
(0.84,0.9) 14.975 × 10−41 12.369 × 10−42 7.65 13.76
(0.9,0.94) 12.604 × 10−41 10.411 × 10−42 9.27 14.45
(0.94,1) 10.632 × 10−41 8.781 × 10−42 9.39 15.66

(0.7,0.9) (-1,0.84) 0.782 × 10−41 0.646 × 10−42 6.57 14.40
(0.84,0.9) 8.205 × 10−41 6.777 × 10−42 8.91 14.30
(0.9,0.94) 8.821 × 10−41 7.285 × 10−42 10.11 14.95
(0.94,1) 9.045 × 10−41 7.471 × 10−42 8.64 14.81

(0.9,30.0) (-1,0.84) 0.006 × 10−41 0.005 × 10−42 7.20 15.50
(0.84,0.9) 0.156 × 10−41 0.129 × 10−42 7.43 14.31
(0.9,0.94) 0.282 × 10−41 0.233 × 10−42 6.55 14.04
(0.94,1) 0.917 × 10−41 0.757 × 10−42 3.35 13.89
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Figure 19: Differential cross-section results with systematic and statistical error bars together. The differ-
ential cross-section is given in cm2/molecules/MeV. Each graph corresponds to a bin angle.
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Figure 19: Differential cross-section results with systematic and statistical error bars together. The differ-
ential cross-section is given in cm2/molecules/MeV. Each graph corresponds to a bin angle.
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Figure 26: Differential cross-section results with systematic and statistical error bars together. The differ-
ential cross-section is given in cm2/nucleon/MeV. Each graph corresponds to a bin angle.

where the data agrees well with the MC predicted values that are:1

�σNEUT
CC �φ = 8.78× 10−38 cm2

av. nuclei
�σNEUT

CC �φ = 7.26× 10−39 cm2

nucleons
(76)

�σGENIE
CC �φ = 8.09× 10−38 cm2

av. nuclei
�σGENIE

CC �φ = 6.68× 10−39 cm2

nucleons
(77)

From this result, we observe that data agrees better with GENIE than with NEUT. This might suggest that2

prediction with MA ∼ 1 are more accurate than prediction for MA > 1. Since the result agree with both3

generators, inside the error bars, no real conclusion can be made on that subject. It can be shown that4

previous flux were underestimating the MC, allowing better agreement with NEUT than with GENIE. The5

application of the tuned flux 11bv3.1, increases the flux in general along the phase space. Because of the big6

flux uncertainty, that we still have, a better agreement with one of the MC cannot show any conclusion in7

the intrinsic modeling of the generator. We see, in addition, that the total cross-section is bigger than the8

GENIE prediction, this is due to the fact that the backward going region has been extrapolated using NEUT.9

If on the contrary the extrapolation was done with the GENIE MC, we would have get, 6.68×10−39 cm2

nucleons10

which has about 3% of difference with the prediction obtained with the NEUT MC. This value is however11

well below the systematic error which is about 12% of the result.12

To compare with other experiment, it can be useful to calculate the mean energy of our flux, that is 0.8513

GeV. Fig. 29 shows the T2K total cross-section result together with the other experiments. We see that the14

NEUT prediction, in green, for the T2K experiment corresponds to the NEUT prediction for the SciBooNE15

experiment. The good agreement between the two predictions gives us confidence that no major mistake16
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Figure 26: Differential cross-section results with systematic and statistical error bars together. The differ-
ential cross-section is given in cm2/nucleon/MeV. Each graph corresponds to a bin angle.
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From this result, we observe that data agrees better with GENIE than with NEUT. This might suggest that2

prediction with MA ∼ 1 are more accurate than prediction for MA > 1. Since the result agree with both3

generators, inside the error bars, no real conclusion can be made on that subject. It can be shown that4

previous flux were underestimating the MC, allowing better agreement with NEUT than with GENIE. The5

application of the tuned flux 11bv3.1, increases the flux in general along the phase space. Because of the big6

flux uncertainty, that we still have, a better agreement with one of the MC cannot show any conclusion in7

the intrinsic modeling of the generator. We see, in addition, that the total cross-section is bigger than the8

GENIE prediction, this is due to the fact that the backward going region has been extrapolated using NEUT.9

If on the contrary the extrapolation was done with the GENIE MC, we would have get, 6.68×10−39 cm2

nucleons10

which has about 3% of difference with the prediction obtained with the NEUT MC. This value is however11

well below the systematic error which is about 12% of the result.12

To compare with other experiment, it can be useful to calculate the mean energy of our flux, that is 0.8513

GeV. Fig. 29 shows the T2K total cross-section result together with the other experiments. We see that the14

NEUT prediction, in green, for the T2K experiment corresponds to the NEUT prediction for the SciBooNE15

experiment. The good agreement between the two predictions gives us confidence that no major mistake16
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Figure 26: Differential cross-section results with systematic and statistical error bars together. The differ-
ential cross-section is given in cm

2
/nucleon/MeV. Each graph corresponds to a bin angle.

�σNEUT
CC �φ = 8.78× 10

−38 cm
2

av. nuclei
�σNEUT

CC �φ = 7.26× 10
−39 cm

2

nucleons
(76)

�σGENIE
CC �φ = 8.09× 10

−38 cm
2

av. nuclei
�σGENIE

CC �φ = 6.68× 10
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2

nucleons
(77)

From this result, we observe that data agrees better with GENIE than with NEUT. This might suggest that1

prediction with MA ∼ 1 are more accurate than prediction for MA > 1. Since the result agree with both2

generators, inside the error bars, no real conclusion can be made on that subject. It can be shown that3

previous flux were underestimating the MC, allowing better agreement with NEUT than with GENIE. The4

application of the tuned flux 11bv3.1, increases the flux in general along the phase space. Because of the5

big flux uncertainty, that we still have, a better agreement with one of the MC cannot show any conclusion6

in the intrinsic modeling of the generator.7

To compare with other experiment, it can be useful to calculate the mean energy of our flux, that is 0.858

GeV. Fig. 29 shows the T2K total cross-section result together with the other experiments. We see that the9

NEUT prediction, in green, for the T2K experiment corresponds to the NEUT prediction for the SciBooNE10

experiment. The good agreement between the two predictions gives us confidence that no major mistake11

has been made computing the result. However, it does not shelter us from any mistake. The horizontal bar12

for the T2K point has been calculated by first finding Emin and Emax corresponding to 68 % of the total13

flux with an energy bigger/smaller than the mean energy,14

� Emax

0.85
∂φ(E)
∂E dE

�∞
0.85

∂φ(E)
∂E dE

= 68% ⇒ Emax = 1.4 GeV (78)
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Table 19: Differential cross-section result, with its statistical and systematic error. The systematic error
on the number of target nucleons is taken into account inside the total systematic error listed here.

Pµ (GeV/c) cos θµ � ∂2σ
∂pµ∂ cos θµ

� cm2

nuclei MeV � ∂2σ
∂pµ∂ cos θµ

� cm2

nucleon MeV stat. error (%) syst. error (%)

[0.0, 0.4] [−1, 0] 2.919 × 10−41 2.412 × 10−42 2.86 19.77
[0, 0.84] 4.784 × 10−41 3.955 × 10−42 5.03 14.48
[0.84, 0.9] 3.895 × 10−41 3.220 × 10−42 9.37 16.97
[0.9, 0.94] 3.505 × 10−41 2.897 × 10−42 11.82 18.13
[0.94, 1] 3.530 × 10−41 2.918 × 10−42 13.78 18.60

[0.4, 0.5] [−1, 0] 0.691 × 10−41 0.571 × 10−42 3.52 49.64
[0, 0.84] 9.315 × 10−41 7.700 × 10−42 4.27 12.82
[0.84, 0.9] 13.050 × 10−41 10.787 × 10−42 8.55 12.50
[0.9, 0.94] 11.594 × 10−41 9.584 × 10−42 9.97 12.81
[0.94, 1] 7.425 × 10−41 6.137 × 10−42 11.42 14.72

[0.5, 0.7] [−1, 0] 0.055 × 10−41 0.045 × 10−42 30.30 49.25
[0, 0.84] 5.152 × 10−41 4.258 × 10−42 3.86 11.82
[0.84, 0.9] 14.624 × 10−41 12.088 × 10−42 6.18 11.40
[0.9, 0.94] 12.936 × 10−41 10.693 × 10−42 7.18 12.46
[0.94, 1] 10.816 × 10−41 8.940 × 10−42 7.67 14.91

[0.7, 0.9] [−1, 0] 0.004 × 10−41 0.003 × 10−42 28.89 102.77
[0, 0.84] 1.675 × 10−41 1.385 × 10−42 5.23 11.80
[0.84, 0.9] 8.206 × 10−41 6.783 × 10−42 6.85 12.44
[0.9, 0.94] 8.812 × 10−41 7.284 × 10−42 7.57 15.15
[0.94, 1] 9.201 × 10−41 7.606 × 10−42 6.90 19.12

[0.9, 30.0] [−1, 0] - - - -
[0, 0.84] 0.013 × 10−41 0.011 × 10−42 5.88 12.96
[0.84, 0.9] 0.154 × 10−41 0.127 × 10−42 6.05 11.59
[0.9, 0.94] 0.280 × 10−41 0.231 × 10−42 5.33 11.33
[0.94, 1] 0.912 × 10−41 0.754 × 10−42 2.97 11.18

that we trust our model to simulate correctly the backward region. As the systematic error calculations,1

have been done by comparing other experiments that have the full phase space, we are confident that the2

systematic error on these bins are correct.3

We obtain,4

�σCC�φ = (8.38± 0.16(stat)± 1.03(syst))× 10−38 cm2

av. nuclei
(74)

�σCC�φ = (6.93± 0.13(stat)± 0.85(syst))× 10−39 cm2

nucleons
(75)
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• Notable improvement of the flux prediction at the T2K far detector due to the measurement at 
ND280

‣ 20% to 10% error reduction of the predicted flux at the far detector 

• The cross section results are compatible with the MC and experiments

‣ The total cross section result is:

‣ More results on cross-sections in preparation

• Preliminary results presented, publication in preparation

Conclusions

Table 19: Differential cross-section result, with its statistical and systematic error. The systematic error
on the number of target nucleons is taken into account inside the total systematic error listed here.

Pµ (GeV/c) cos θµ � ∂2σ
∂pµ∂ cos θµ

� cm2

nuclei MeV � ∂2σ
∂pµ∂ cos θµ

� cm2

nucleon MeV stat. error (%) syst. error (%)

[0.0, 0.4] [−1, 0] 2.919 × 10−41 2.412 × 10−42 2.86 19.77
[0, 0.84] 4.784 × 10−41 3.955 × 10−42 5.03 14.48
[0.84, 0.9] 3.895 × 10−41 3.220 × 10−42 9.37 16.97
[0.9, 0.94] 3.505 × 10−41 2.897 × 10−42 11.82 18.13
[0.94, 1] 3.530 × 10−41 2.918 × 10−42 13.78 18.60

[0.4, 0.5] [−1, 0] 0.691 × 10−41 0.571 × 10−42 3.52 49.64
[0, 0.84] 9.315 × 10−41 7.700 × 10−42 4.27 12.82
[0.84, 0.9] 13.050 × 10−41 10.787 × 10−42 8.55 12.50
[0.9, 0.94] 11.594 × 10−41 9.584 × 10−42 9.97 12.81
[0.94, 1] 7.425 × 10−41 6.137 × 10−42 11.42 14.72

[0.5, 0.7] [−1, 0] 0.055 × 10−41 0.045 × 10−42 30.30 49.25
[0, 0.84] 5.152 × 10−41 4.258 × 10−42 3.86 11.82
[0.84, 0.9] 14.624 × 10−41 12.088 × 10−42 6.18 11.40
[0.9, 0.94] 12.936 × 10−41 10.693 × 10−42 7.18 12.46
[0.94, 1] 10.816 × 10−41 8.940 × 10−42 7.67 14.91

[0.7, 0.9] [−1, 0] 0.004 × 10−41 0.003 × 10−42 28.89 102.77
[0, 0.84] 1.675 × 10−41 1.385 × 10−42 5.23 11.80
[0.84, 0.9] 8.206 × 10−41 6.783 × 10−42 6.85 12.44
[0.9, 0.94] 8.812 × 10−41 7.284 × 10−42 7.57 15.15
[0.94, 1] 9.201 × 10−41 7.606 × 10−42 6.90 19.12

[0.9, 30.0] [−1, 0] - - - -
[0, 0.84] 0.013 × 10−41 0.011 × 10−42 5.88 12.96
[0.84, 0.9] 0.154 × 10−41 0.127 × 10−42 6.05 11.59
[0.9, 0.94] 0.280 × 10−41 0.231 × 10−42 5.33 11.33
[0.94, 1] 0.912 × 10−41 0.754 × 10−42 2.97 11.18

that we trust our model to simulate correctly the backward region. As the systematic error calculations,1

have been done by comparing other experiments that have the full phase space, we are confident that the2

systematic error on these bins are correct.3

We obtain,4

�σCC�φ = (8.38± 0.16(stat)± 1.03(syst))× 10−38 cm2

av. nuclei
(74)

�σCC�φ = (6.93± 0.13(stat)± 0.85(syst))× 10−39 cm2

nucleons
(75)
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- Fraction of selCCtrueCCQE/trueCCQE, selCCtrueCCnQE/trueCCnQE =¿ what kind of topology the5

detector is able to see6

=¿ selCC true1track/true1track (% of CCQE, % CCnQE, % NC, and other background), true2track,7

true3tracks, ¿3tracks8

PILE UP CORRECTION9

- events rejected because of TPC1 track for data and MC:10

- more event rejected for same pot because of sand muons =¿ prob of finding a TPC1 per bunch and use11

Table 5.4 shows the fraction of background in this analysis for the total number of selected events. The12

sand muons background is here also included. Fig. 5.2 shows the reconstructed momentum and angle of13

the muon using the CC inclusive selection. We see that GENIE agrees better with the data than NEUT.14

Note that if we use the default flux 11a, NEUT agrees better than GENIE. The tuned flux 11b, used in this15

analysis, represent a priori a better reality of the flux. There is, still, a big uncertainty on the flux, we are16

therefore not able to conclude anything based on this observation.17

Table 5.4: Fraction of background in the inclusive CC selection.

type Background %

Outside FV but in FGD1 0.94

Outside FV but in FGD2 0.07

Outside Magnet (sand muons) 1.04

Outside FGD 7.05

Neutral Currents in FV 3.17

CCνe in FV 0.27

ν̄µ,(e) in FV 0.68

total 13.22
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Figure 5.2: Muon momentum and angle distribtion by using the tuned flux 11b3.1, applying magnetic

field corrections and pileup inefficiencies. Sand muons are also added. The distributions are shown for

run1 and run2 together.

The measured (selected) phase space in data is shown in Fig. 5.3. We see that most of the selected events18

are in the forward direction. This can be also observed in Fig. 5.4, where we show the number of simulated1

CC inclusive interactions in FGD1 together with our signal. Note that we consider as signal any event that2

have been selected and are CC-νµ interactions. If there is a mistake in the muon candidate but we still select3

correctly the event as CC-νµ interaction the event is accepted as signal. We see, that this mistake is often4

86
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Fraction of each element

where NA = 6.022 · 1023 mol−1 is the Avogadro number, and MN = 1 g/mol the molar mass of the nucleon.1

As we do not differentiate the protons from the neutron, the number of target nucleons in this case is a2

number proportional to its mass and do not contain any information on the fraction of each element that3

composes the target. The systematic error, in this case, is obtained by using the error of Table 12.12,4

δT

T
=

δρ

ρ
= 0.7% (12.58)

Component C O H Ti Si N Total
Scintillator bars 1.7651± 0.0067 0.0248± 0.0039 0.1468± 0.0006 0.0355± 0.0059 0 0.0010± 0.00004 1.973± 0.0104
G10 0.0196± 0.0015 0.0331± 0.0001 0.0034± 0.0018 0 0.0218± 0.0043 0.0013± 0.0013 0.079
Plexus MA590 0.0484± 0.0060 0.0215± 0.0027 0.0065± 0.0008 0 0 0.0009± 0.0001 0.0774± 0.0096
fiber 0.0155 0.00002 0.0013 0 0 0.00002 0.0169
XY module 1.849± 0.0092 0.0794± 0.0048 0.1579± 0.0021 0.0355± 0.0059 0.0218± 0.0043 0.0031± 0.0012 2.147± 0.0144

Table 1: Elemental composition of the components of a typical XY layer, in g/cm2 of each element.

∼ 4% of the total module mass. Therefore the extra mass of G10 in the spacers can be neglected when calculating
the average areal density of an XY module.

5 Plexus MA590 adhesive

The XY modules are assembled using an adhesive called Plexus MA590. This is a two-component methacrylate-based
adhesive. The mass of adhesive used in each module was measured, and the average mass per module was 2.8 kg,
with an RMS spread between modules of 0.33 kg.

There are three layers of glue in each module. Two layers attach the scintillator bars to the G10 skins. For each
of these layers the glue was spread over a total area of 191.6 cm × 190.9 cm. The third layer goes between the two
layers, and covers a square area of (196× 0.961 cm)2.

Plexus MA590 is a complicated mixture of various chemicals. The MSDS sheet for the two components of this
adhesive does not list the exact chemical composition, but instead lists ranges for each compound [4]. For example,
the adhesive itself is listed as containing “< 5% maleic acid” and “30-60% methyl methacrylate monomer”. Taking
the central value of each range (and treating upper limits as being equivalent to a range from zero up to the limit),
and summing these central values, I find that just 89% of the total is accounted for. There are two possibilities for
the remaining 11%. One is that it consists of non-hazardous compounds that don’t need to be listed on the MSDS.
The other is that since the amount of each component is listed as a range, for particular combinations it is possible
to get percentages that do add up to 100%.

Fortunately most of the components of MA590 are various methacrylate polymers with very similar elemental
compositions, so it turns out that the exact percentages don’t matter a lot. To study this I ran a toy Monte Carlo
in which I randomly picked a fraction for each compound uniformly from the listed range, and then calculated the
fractional elemental abundances for the entire mix, including both the adhesive and its curing agent. I tried two
different variations, one in which I didn’t require the fractions to sum to 100%, and another in which I only kept
combinations that totalled 99-101%. In either case the elemental abundances were virtually identical and had just
∼ 1% dispersion. I conclude that under the assumption that Plexus MA590 contains only compounds listed on the
MSDS, or under the assumption that any omitted compounds have similar chemical composition to those that were
omitted, that Plexus MA590 by weight consists of 27.8% C, 62.5% O, 8.4% H, and 1.2% N, with a density around
0.92 g/cm3.

It is of course possible that roughly 10% of the mass of the mixture consists of non-hazardous compounds not
listed on the MSDS. If these had very different elemental compositions from the compounds that are listed, this could
skew the percentages—for example, in principle about 10% of the MA590 could be pure carbon, or even iron. This
seems unlikely on chemical grounds, but in any case to get a perspective on this issue consider that the total weight
of glue is about 3.5% of the weight of an XY module, so at most the elemental abundance of any one element could
be off by 3.5% × 10%, which is just 0.35%. Under the very reasonable assumption that any omitted compounds, if
there are any, are other hydrocarbons, the actual uncertainty in the composition of Plexus MA590 is negligble for
our purposes.

6 Total composition of an XY module

Table 1 shows the elemental composition, with uncertainties, in g/cm2 for each component of an XY module, as well
as the sum for a typical XY module. The uncertainty in the scintillator bars is dominated by uncertainties in the
hole size and radius of curvature of the coating near the corners. The G10 uncertainty is due entirely to the uncertain

4

Table 12.12: Elemental composition of the components of a typical XY layer, in g/cm2 of each element
[136]

Instead of using only the number of target nucleon, we decide to also use the number of target molecules or5

scintillator elements to keep the information of the composition of the FGD1.6

From Table 12.12, we can deduce the fraction of each atom in the FGD, allowing us the calculation of the7

molar mass:8

Mscint =
�

a=C,O,H,T i,Si,N

fa ×Aa = 12.108 g/mol, (12.59)

where Aa is the atomic mass and fa the fraction of each atom a.9

The fraction of protons, and neutrons in our scintillator is then:10

fn =

�
a fa × (Aa − Za)

Mscint
= 50.004% (12.60)

fp =

�
a fa × Za

Mscint
= 49.995% (12.61)

(12.62)

The number of molecules or scintillator elements is then given by:11

T =
ρscint · VND

Mscint
NA = 4.5 · 1028 (12.63)

This number will be the one used in the rest of the analysis as the number of targets.12

Using the errors from Table 12.12, the error on the number of targets is given by,13

δT

T
=

�
a δρa ×Aa�
a ρa ×Aa

= 2.3% (12.64)

12.10.3 Systematic uncertainty due to the algorithm14

The systematic uncertainty due to the goodness of the algorithm is obtained by using 1000 fake data sets of15

the NEUT MC. We use the procedure explained in Sec. 12.9.2, where the nominal NEUT MC is fluctuated16

following the data statistics. In this case the nominal NEUT MC is scaled to the data and then fluctuated.17

No systematic reweighting is done before the scaling to the data statistic as in Sec. 12.9.2. As explained in18

Sec. 12.9.1, the bias due to the algorithm is represented by the deviation to the truth of the mean inferred19

value. Because the bias depend slightly on the bin statistic, giving the uncertainty for the statistic we have20

121
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Flux systematic sources (summary)

form 8.9% to 19.6% which is expected given the uncertainty of the sources listed in the Table 6.5. The4

normalization error is obtain following Eq. 8.6 that will be described in Sec. 8.0.1.5
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Figure 6.2: νµ flux error for each energy bins described in Sec. 6.0.1.

Table 6.5: The first column corresponds to the maximal error in energy bin while the second column
corresponds to the minimal error in a energy bin. The last column, is the total normalization error, for
the flux given in Fig.6.1. The quadratic sum of each contribution is equal to the value obtained directly
using the covariance matrix of Fig. 6.2.

sources Max. Error Min. Error Norm. Error
(%) (%) (%)

Kaon 16.7 0.4 0.8
Pion 6.1 0.6 5.0

Proton beam 5.1 0.2 1.1
Off-axis angle 5.4 0.1 1.6

Horn ang. align. 1.0 0.2 0.5
Horn field assym. 6.7 0.01 0.3

Cross-sec. production 7.8 4.5 6.4
Horn abs. current 1.9 0.4 0.9

Target align. 2.6 0.05 0.2
Sec. nucl. production 8.5 2.9 6.9

Total 19.6 8.9 10.9

6.2 Cross Section Model Uncertainties1

Two events generators have been used in this analysis: NEUT and GENIE. In this chapter, we will explain2

in more details the nominal parameters of the NEUT MC. While the NEUT MC has been chosen for3

91
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Flux error matrix
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Figure 5: The flux error matrix for the BANFF binning where the error matrix elements

are defined in terms of the covariance elements: sign(Vi,j)×
�
|Vi,j|. The bins are ordered

by ND280 Run 1+2 νµ (0-10), ND280 Run 1+2 ν̄µ (11-12), ND280 Run 1+2 νe (13-19),

ND280 Run 1+2 ν̄e (20-21), SK Run 1+2 νµ (22-32), SK Run 1+2 ν̄µ (33-34), SK Run

1+2 νe (35-41), Run 1+2 SK ν̄e. (42-43), SK Run 3b νµ (44-54), SK Run 3b ν̄µ (55-56),

SK Run 3b νe (57-63), Run 3b SK ν̄e. (64-65) SK Run 3c νµ (66-76), SK Run 3c ν̄µ

(77-78), SK Run 3c νe (79-85), Run 3c SK ν̄e. (86-87)

6.3 Treatement of the Run 3 flux prediction and uncer-481

tainty482

The description of the uncertainties for the Run 3b and Run 3c flux predictions483

are described in TN-99 [2]. Since the horns where operated at 205 kA in Run484

3b and both Run 3b and Run 3c periods occured after the earthquake, there are485

some difference in the flux prediction uncertainty for Run 3b and 3c. The beam486

group produces an expanded covariance matrix that includes bins for the Run 1+2,487

Run 3b and Run 3c flux predictions and the proper correlations between the flux488

prediction in each period. The bins for the Run 3b and Run 3c flux predictions at489

SK are included separately in the covariance matrix used for the BANFF fit, and490

are allowed to vary and be constrained through their correlates with the ND280 Run491

1+2 νµ flux prediction. The flux error matrix with the BANFF binning, including492

the SK Run 3b and Run 3c bins, can be seen in Fig. 5.493

The BANFF fit includes separate SK Run 1+2 (b12i ), Run 3b (b3bi ) and Run494

24

bin 0-10  : ND280 νμ
bin 11-12: ND280 anti-νμ
bin 13-19: ND280 νe

bin 20-21: ND280 anti-νe

bin 22-32: SK νμ
bin 33-34: SK anti-νμ
bin 35-41: SK νe

bin 42-43: SK anti-νe

bin 44-87: SK latest data in 2012

Flux error matrix
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Detector response systematic sources (summary)

bins for each source of detector uncertainties is then defined as a 40× 40 matrix,1

Vd,jj� =
(N sel

rj (1σ)−N sel
rj )(N sel

rj�
(1σ)−N sel

rj�
)

N sel
rj N sel

rj�

(21)

where N sel
rj is the predicted number of event from the nominal MC, passing the selection cuts and N sel

rj (1σ)2

is the number of selected event by varying a systematic by ±1σ. The sources of the detector systematic3

uncertainty with its error size and samples used to compute the covariance matrices are given in Table 12,4

and the fractional covariance matrix is given in Fig. 12.5

Table 12: Summary of all the systematic errors [4]

Systematic Error Data Sample Error size (%)

TPC track quality cut Beam data/MC 0.1
TPC track efficiency Beam data/MC 0.5

TPC brocken track tracking efficiency Beam data/MC 0.6
TPC Particle ID (PID) Beam data/MC 0.1
TPC momentum scale external data 0.51

TPC momentum distortion special MC 1− 7

TPC momentum resolution Beam data/MC 2.0
TPC-FGD matching efficiency sand muon + cosmics < 1

Fiducial Mass external measurement 0.67
Charge mis-ID Beam data/MC < 0.3

Michel electron tagging cosmics 0.49

Cosmic rays special MC 0.1

Sand muons special MC 1.5

Out-of-fiducial volume (OOFV) background several samples 1− 9

Pion reinteractions Beam data/MC 1− 4

Pileup data/MC 0.24

7 Reweighting the MC6

To propagate the systematic errors, the nominal Monte-Carlo has been reweighted for the different types7

of systematic errors introduced in Sec. 6 following the same general method. Since the method to extract8

the cross-section uses the MC to unfold the data. Errors on the modeling of the MC have to be taken into9

account as well as all the detector uncertainties due to the reconstruction.10

As the covariance matrices described in Sec. 6 have correlations, the reweighting method should handle the11

correlations between the same group of systematic errors. For example, when two parameters are correlated,12

let’s say negatively, when the first parameter is varied between its error bars, the second parameter has to13

be changed to a smaller value within its error bars. This is done by decomposing the covariances using the14

Cholesky decomposition. From this decomposition, a weight is computed. A reweighted number of event is15

then obtained by applying this weight to the nominal templates.16

The reweighting procedure is similar to the one used by the BANFF group for the oscillation analysis17

[3]. It is done using templates for each neutrino energy (Eν)
true
i bin, reconstructed (pµ, cos θµ)recj bin, true18

(pµ, cos θµ)truek bin and interaction mode l bin following the conventions of section 3 5. For each of these19

bins, we define three kinds of templates:20

5 The main difference with the BANFF group consists in the additional bin, k, in the templates. In our case, we also look
at the event that should have been selected, but did not for some reasons. In the following, these events will be called, missed
events and will be used in the efficiency.

20

broken track
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Figure 12: Detector response error for each reconstructed bin (pµ, cos θµ)recj . The first 20 bins are for the
CCQE-like selection, when the last 20 bins represent the CCnQE-like selection.

• βijkl: the number of background events6 in each bin previously defined.1

• nijkl: the number of selected events in the same bins.2

• mikl: the number of missed events in the true bins i, k, l.3

where each index are defined as in the Sec. 3:4

• i: labels the 11 true neutrino energy bins5

• j: labels the 20 reconstructed (pµ, cos θµ) bins6

• k: labels the 25 true (pµ, cos θµ) bins7

• l: labels the 6 true interaction mode bins8

Because the detector and FSI covariance matrix distinguishes between CCQE-like and CCnQE-like selection,9

the CC selected templates are separated into two: nijkl = nselQE
ijkl + nselnQE

ijkl and βijkl = βselQE
ijkl + βselnQE

ijkl .10

In the following, we will label by sel any of the two selections.11

From the previous section, we can see that all the information needed from the MC to unfold the data can12

be summarized in two matrices, Rjk and Bjk, and one vector Mtk .13

• Rsel
jk ≡

�

i,l

nsel
ijkl, the number of events in the true bin k, that have been reconstructed in the bin j for14

a given selection (e.g sel =CCQE-like or CCnQE-like).15

6
e.g. the number of events that should not have been selected because they are not CC interactions, or they are not in the

fiducial volume. Here are also included the background due to the neutrino interactions outside the magnet (sand muons).
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Figure 9: νµ flux error for each energy bins described in Sec. 3.

Table 8: The first column corresponds to the maximal error in energy bin while the second column
corresponds to the minimal error in a energy bin. The last column, is the total normalization error, for
the flux given in Fig.8. The quadratic sum of each contribution is equal to the value obtained directly
using the covariance matrix of Fig. 9.

sources Max. Error Min. Error Norm. Error
(%) (%) (%)

Kaon 16.7 0.4 0.8
Pion 6.1 0.6 5.0

Proton beam 5.1 0.2 1.1
Off-axis angle 5.4 0.1 1.6

Horn ang. align. 1.0 0.2 0.5
Horn field assym. 6.7 0.01 0.3

Cross-sec. production 7.8 4.5 6.4
Horn abs. current 1.9 0.4 0.9

Target align. 2.6 0.05 0.2
Sec. nucl. production 8.5 2.9 6.9

Total 19.6 8.9 10.9

6.3 Final State Interaction (FSI) model parametrization1

The prior constraint on final state interactions (e.g re-scattering processes driven by strong interactions)2

is described in T2K-TN-108 [12]. In our case, FSI uncertainties, are uncertainties on the pion’s final state3

before it leaves the nuclear medium after a neutrino interaction. The response function method for handling4

cross section parameters works well when we can map a single cross section parameter to a prior uncer-5

tainty. In the case of the FSI model [13], the parameters are strongly correlated, and so it is difficult to6

change one parameter independent of the rest and produce a simple response function. Therefore, as a first7
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Figure 10: Cross-section modeling error for each of the parameters listed in Tables 9 and 11 following the
same order (the first 7 bins of the covariance matrix corresponds to the parameters in Table 9, while the
8 parameters of Table 11 correspond to the last 8 bins).
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Figure 11: FSI uncertainty for each reconstructed bin (pµ, cos θµ)recj . The first 20 bins are for the CCQE-
like selection, when the last 20 bins represent the CCnQE-like selection.

CCQE-like sample, and the last 20 bins for the CCnQE-like sample. The fractional covariances between all1
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Figure 9: νµ flux error for each energy bins described in Sec. 3.

Table 8: The first column corresponds to the maximal error in energy bin while the second column
corresponds to the minimal error in a energy bin. The last column, is the total normalization error, for
the flux given in Fig.8. The quadratic sum of each contribution is equal to the value obtained directly
using the covariance matrix of Fig. 9.

sources Max. Error Min. Error Norm. Error
(%) (%) (%)

Kaon 16.7 0.4 0.8
Pion 6.1 0.6 5.0

Proton beam 5.1 0.2 1.1
Off-axis angle 5.4 0.1 1.6

Horn ang. align. 1.0 0.2 0.5
Horn field assym. 6.7 0.01 0.3

Cross-sec. production 7.8 4.5 6.4
Horn abs. current 1.9 0.4 0.9

Target align. 2.6 0.05 0.2
Sec. nucl. production 8.5 2.9 6.9

Total 19.6 8.9 10.9

6.3 Final State Interaction (FSI) model parametrization1

The prior constraint on final state interactions (e.g re-scattering processes driven by strong interactions)2

is described in T2K-TN-108 [12]. In our case, FSI uncertainties, are uncertainties on the pion’s final state3

before it leaves the nuclear medium after a neutrino interaction. The response function method for handling4

cross section parameters works well when we can map a single cross section parameter to a prior uncer-5

tainty. In the case of the FSI model [13], the parameters are strongly correlated, and so it is difficult to6

change one parameter independent of the rest and produce a simple response function. Therefore, as a first7
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Target

The number of nucleons is then given by,

T = ρscint · VND
NA

MN
= 5.5 · 1029, (58)

where NA = 6.022 · 1023 mol−1 is the Avogadro number, and MN = 1 g/mol the molar mass of the nucleon.
As we do not differentiate the protons from the neutron, the number of target nucleons in this case is a
number proportional to its mass and do not contain any information on the fraction of each element that
composes the target. The systematic error, in this case, is obtained by using the error of Table 12,

δT

T
=

δρ

ρ
= 0.7% (59)

Component C O H Ti Si N Total
Scintillator bars 1.7651± 0.0067 0.0248± 0.0039 0.1468± 0.0006 0.0355± 0.0059 0 0.0010± 0.00004 1.973± 0.0104
G10 0.0196± 0.0015 0.0331± 0.0001 0.0034± 0.0018 0 0.0218± 0.0043 0.0013± 0.0013 0.079
Plexus MA590 0.0484± 0.0060 0.0215± 0.0027 0.0065± 0.0008 0 0 0.0009± 0.0001 0.0774± 0.0096
fiber 0.0155 0.00002 0.0013 0 0 0.00002 0.0169
XY module 1.849± 0.0092 0.0794± 0.0048 0.1579± 0.0021 0.0355± 0.0059 0.0218± 0.0043 0.0031± 0.0012 2.147± 0.0144

Table 1: Elemental composition of the components of a typical XY layer, in g/cm2 of each element.

∼ 4% of the total module mass. Therefore the extra mass of G10 in the spacers can be neglected when calculating
the average areal density of an XY module.

5 Plexus MA590 adhesive

The XY modules are assembled using an adhesive called Plexus MA590. This is a two-component methacrylate-based
adhesive. The mass of adhesive used in each module was measured, and the average mass per module was 2.8 kg,
with an RMS spread between modules of 0.33 kg.

There are three layers of glue in each module. Two layers attach the scintillator bars to the G10 skins. For each
of these layers the glue was spread over a total area of 191.6 cm × 190.9 cm. The third layer goes between the two
layers, and covers a square area of (196× 0.961 cm)2.

Plexus MA590 is a complicated mixture of various chemicals. The MSDS sheet for the two components of this
adhesive does not list the exact chemical composition, but instead lists ranges for each compound [4]. For example,
the adhesive itself is listed as containing “< 5% maleic acid” and “30-60% methyl methacrylate monomer”. Taking
the central value of each range (and treating upper limits as being equivalent to a range from zero up to the limit),
and summing these central values, I find that just 89% of the total is accounted for. There are two possibilities for
the remaining 11%. One is that it consists of non-hazardous compounds that don’t need to be listed on the MSDS.
The other is that since the amount of each component is listed as a range, for particular combinations it is possible
to get percentages that do add up to 100%.

Fortunately most of the components of MA590 are various methacrylate polymers with very similar elemental
compositions, so it turns out that the exact percentages don’t matter a lot. To study this I ran a toy Monte Carlo
in which I randomly picked a fraction for each compound uniformly from the listed range, and then calculated the
fractional elemental abundances for the entire mix, including both the adhesive and its curing agent. I tried two
different variations, one in which I didn’t require the fractions to sum to 100%, and another in which I only kept
combinations that totalled 99-101%. In either case the elemental abundances were virtually identical and had just
∼ 1% dispersion. I conclude that under the assumption that Plexus MA590 contains only compounds listed on the
MSDS, or under the assumption that any omitted compounds have similar chemical composition to those that were
omitted, that Plexus MA590 by weight consists of 27.8% C, 62.5% O, 8.4% H, and 1.2% N, with a density around
0.92 g/cm3.

It is of course possible that roughly 10% of the mass of the mixture consists of non-hazardous compounds not
listed on the MSDS. If these had very different elemental compositions from the compounds that are listed, this could
skew the percentages—for example, in principle about 10% of the MA590 could be pure carbon, or even iron. This
seems unlikely on chemical grounds, but in any case to get a perspective on this issue consider that the total weight
of glue is about 3.5% of the weight of an XY module, so at most the elemental abundance of any one element could
be off by 3.5% × 10%, which is just 0.35%. Under the very reasonable assumption that any omitted compounds, if
there are any, are other hydrocarbons, the actual uncertainty in the composition of Plexus MA590 is negligble for
our purposes.

6 Total composition of an XY module

Table 1 shows the elemental composition, with uncertainties, in g/cm2 for each component of an XY module, as well
as the sum for a typical XY module. The uncertainty in the scintillator bars is dominated by uncertainties in the
hole size and radius of curvature of the coating near the corners. The G10 uncertainty is due entirely to the uncertain

4

Table 12: Elemental composition of the components of a typical XY layer, in g/cm2 of each element [13]

Instead of using only the number of target nucleon, we decide to also use the number of target molecules or
scintillator elements to keep the information of the composition of the FGD1.

From Table 12, we can deduce the fraction of each atom in the FGD, allowing us the calculation of the
molar mass:

Mscint =
�

a=C,O,H,T i,Si,N

fa ×Aa = 12.108 g/mol, (60)

where Aa is the atomic mass and fa the fraction of each atom a.

The fraction of protons, and neutrons in our scintillator is then:

fn =

�
a fa × (Aa − Za)

Mscint
= 50.004% (61)

fp =

�
a fa × Za

Mscint
= 49.995% (62)

(63)

The number of molecules or scintillator elements is then given by:

T =
ρscint · VND

Mscint
NA = 4.5 · 1028 (64)

This number will be the one used in the rest of the analysis as the number of targets.

Using the errors from Table 12, the error on the number of targets is given by,

δT

T
=

�
a δρa ×Aa�
a ρa ×Aa

= 2.3% (65)
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Systematic errors 

error =

The sources How

 from measurements

is obtained by
 - reweighting the MC 200x decomposing the cov.
 matrices (Cholesky decomposition)
 - the data is unfolded with the reweighted MC 
    

B(x)
jk =

�

i,l

ωβ
ijkl(

�δ)xl(Ei)βijkl

M (x)
k =

�

i,l

ωik(�δ)xl(Ei)mikl (44)

• Reweighted matrices for a systematic change in the detector or final state interaction

R(d)
jk = dj

�

i,l

nselQE
ijkl + dj+20

�

i,l

nselnQE
ijkl

B(d)
jk = dj

�

i,l

βselQE
ijkl + dj+20

�

i,l

βselnQE
ijkl (45)

where the label b, x, d denotes the group for which the events have been reweighted, namely: the beam,
the cross-section and the detector response with the FSI included.

For a given reweighted MC, s = b, x or d, we can express, in terms of R(s)
jk , B

(s)
jk and M (s)

k , the signal matrix,

S(s)
jk , the total number of true events, N (s)

tk
and the number of background in a reconstructed bin rj , Brj ,

needed to unfold the distribution of measured events:

B(s)
rj ≡

nt�

k

B(s)
jk

S(s)
jk ≡ R(s)

jk −B(s)
jk

N (s)
tk

=
nr�

j

S(s)
jk +M (s)

k

The unfolding matrix U (s)
kj for a given number of iteration is a function of the response matrix S(s)

jk and N (s)
tk

.
The number of unfolded events in the true bin tk is then given by:

�N (s)
tk

=
nr�

j=1

U (s)
kj (N

meas(data)
rj −B(s)

rj ) (46)

The fractional covariance matrix, is given following the multisim method:

V (s)
kl =

1

M

M�

i=1

( �N (si)
tk

− �N (nom)
tk

)( �N (si)
tl

− �N (nom)
tl

)

�N (nom)
tk

�N (nom)
tl

(47)

where nom labels the nominal MC, si labels the i-th throw or reweight MC for a definite systematic source
s = f, b, d, x, and M = 200 and represent the number of reweighted MC used. As the different sources
of systematic errors are independent between each group, the total covariance matrix associated to the
systematic error in the experiment is the sum of the covariance matrix of each source, namely:

V syst
kl = V (d)

kl + V (x)
kl + V (b)

kl + V (f)
kl . (48)
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9 Fake data set studies

9.1 Closure tests

To verify that the algorithm works well, we perform the following tests:

1. Unfold the nominal NEUT MC with itself.

2. Fluctuate 1000 times the nominal NEUT MC and unfold with itself.

In the first case, we should obtain a result very close to NEUT. The difference to the default value, should be
of the order of the statistical error of the bin or even smaller. Table 9 shows the ratio between the number
of inferred events obtained by our unfolding to the number of true events simulated in the MC. We observe
a good agreement with what we would have expected.

The study of the second case, should give us a measure the bias of the unfolding with the NEUT MC. The
bias of the algorithm is given by the mean of the deviation of the �N s

tk to its true value N truth
tk :

� �N s
tk� −N truth

tk

N truth
tk

(49)

where the mean of the fluctuated �N s
tk is given by,

� �N s
tk� =

1

1000

1000�

s=0

�N s
tk (50)

The values obtained for each bin and the statistical error are given in Fig. 9 for the first iteration. We see
that the mean deviation is of the order of the statistical error or smaller, which is what it is expected.
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Figure 9: Mean deviation to the truth of the NEUT MC when unfolding with the nominal NEUT MC,
and mean statistical error of the MC of the 1000 NEUT MC fluctuations.

9.2 The number of iterations

In this section, we try to understand what we should expect when unfolding our data samples for different
iteration number. From these studies, the number of iterations will be chosen. To do that different data
size MC samples are created and compared. The different types of the fake data sets are defined as the
following:
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�Ns
tk

φs
−

�N (nom)
tk

φ(nom)
error =

FSI
Detector

Cross-Section

Flux

error =

RMS
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Figure 7: Selection of weight response function ωsel
ijkl(

�δ), for several bins (Eν , pµ, cos θµ)ijkl as a function
of a fractional change of parameter x. For simplicity, we show the evolution of the weights for i = 5, j =
14, k = 13 meaning Eν ∈ (1.0, 1.5) GeV, precµ ∈ (0.7, 0.9) GeV, cos θrecµ ∈ (0.9, 0.94) and ptrueµ ∈ (0.7, 0.9)

GeV, and cos θtrueµ ∈ (0.0.84, 0.9). MCCQE
A , MRES

A , pf , Eb and multi-pi shape weight response are shown
respectively from top left to bottom right for the CCQE-like selection.

Bjk = dj

11�

i

bi

�
6�

l

xl(Ei)ω
βselQE

ijk (�δ)βselQE
ijk

�
+ dj+20

11�
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bi

�
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βselnQE

ijk (�δ)βselnQE
ijk

�
(31)

Mk =
11�

i

bi

�
6�

l

xl(Ei)ωikl(�δ)mikl

�
(32)

where Rjk and Bjk reflect the inclusive charge current selection, xl the weight of the cross-section channel

listed in Table 7 for the given range of energy, Ei, and �δ the fractional change of the parameters listed in
Table 6.
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Figure 7: Selection of weight response function ωsel
ijkl(

�δ), for several bins (Eν , pµ, cos θµ)ijkl as a function
of a fractional change of parameter x. For simplicity, we show the evolution of the weights for i = 5, j =
14, k = 13 meaning Eν ∈ (1.0, 1.5) GeV, precµ ∈ (0.7, 0.9) GeV, cos θrecµ ∈ (0.9, 0.94) and ptrueµ ∈ (0.7, 0.9)

GeV, and cos θtrueµ ∈ (0.0.84, 0.9). MCCQE
A , MRES

A , pf , Eb and multi-pi shape weight response are shown
respectively from top left to bottom right for the CCQE-like selection.
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where Rjk and Bjk reflect the inclusive charge current selection, xl the weight of the cross-section channel

listed in Table 7 for the given range of energy, Ei, and �δ the fractional change of the parameters listed in
Table 6.
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�δ), for several bins (Eν , pµ, cos θµ)ijkl as a function
of a fractional change of parameter x. For simplicity, we show the evolution of the weights for i = 5, j =
14, k = 13 meaning Eν ∈ (1.0, 1.5) GeV, precµ ∈ (0.7, 0.9) GeV, cos θrecµ ∈ (0.9, 0.94) and ptrueµ ∈ (0.7, 0.9)

GeV, and cos θtrueµ ∈ (0.0.84, 0.9). MCCQE
A , MRES
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where Rjk and Bjk reflect the inclusive charge current selection, xl the weight of the cross-section channel

listed in Table 7 for the given range of energy, Ei, and �δ the fractional change of the parameters listed in
Table 6.
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where Rjk and Bjk reflect the inclusive charge current selection, xl the weight of the cross-section channel

listed in Table 7 for the given range of energy, Ei, and �δ the fractional change of the parameters listed in
Table 6.
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RMS rw

rw

rw

is obtained by unfolding a 1000 data size MC 
with the nominal MC

algorithm
error = �N (nom)

tk −N truth
tk

MEAN(                 )
= 0.67%

same input as before
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Systematic errors 
Flux covariance

FSI covariance
True Bin #

The systematic error due to the beam flux is calculated on the cross-section measurement and is not given1

by Eq. 48, as the flux normalization should be taken into account. In consequence, the fractional covariance2

matrix is given by,3

V (b)
kl

=
1

M

M�

i=1

(
�N(si)
tk

φ(si)
−

�N(nom)
tk

φ(nom) )(
�N(si)
tl

φ(si)
−

�N(nom)
tl

φ(nom) )

�N(nom)
tl

φ(nom) ·
�N(nom)
tk

φ(nom)

=
1

M

M�

i=1

( �N (si)
tk

φ(nom)

φ(si)
− �N (nom)

tk
)( �N (si)

tl

φ(nom)

φ(si)
− �N (nom)

tl
)

�N (nom)
tk

�N (nom)
tl

(56)

where nom labels the nominal MC, si labels the i-th throw or reweighted MC for the beam systematic source4

(b), and M = 200 and represent the number of reweighted MC used. The fractional covariance matrix is5

shown in Fig. 21
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Figure 21: Total flux fractional covariance matrix.

6

To understand, why the covariance matrix in Fig. 21 varies very slightly bin to bin, we can try to calculate7

what is the total error on the integrated flux. To that end, the flux is re-binned following Table 5, to be8

able to use the fractional covariance matrix given by the beam group.9

The absolute systematic uncertainty is given by,10

δφsyst =

��

i

�

j

V b
ij
φiφj (57)

This error represents the total error on the integrated flux, as the statistical error in this case is negligeable.11

The total flux and error for both runs together showing explicitly the normalization factor sI
POT

and sII
POT

12

for run I and run II respectively is then,13

φ = sI
POT

φI + sII
POT

φII (58)

δφ
φ =

sI
POT

δφI+sII
POT

δφII

sI
POT

φI+sII
POT

φII = 10.9%, (59)

This error represents mainly the normalization part of the flux systematic error. It also explains, why the flux14

systematic error is more or less constant in all the bins. If we now consider the case where our measurement15

would not have background. Then this error would have been the normalization part of the flux systematic16

error, while Eq. 48 would have given only the shape part of the systematic error. As the unfolding matrix17
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Figure 25: Cross-section modeling, detector and FSI fractionnal covariance matrices.

this momentum range as the muon dE/dx curve crosses the one of the electron. The selection in this case1

is therefore more difficult. Moreover, at low momentum and backward angles, there is an additional loss of2

efficiency. For high angle, very few muons crosses the TPC making difficult the selection. Low momentum,3

also means, at the level of the cross-section modeling, interaction with bounded nucleons and not almost free4

nucleons as they appear for high Q2 where an impulse approximation can be done. In this case, very few5

is known about neutrino interaction cross-section. To understand better the systematic errors due to the6

cross-section modeling of the MC, a table for each parameter (of Tables 9 and 11) is done. Tables 22 and 237

show the related systematic error due to a change of the parameters in Tables 9 and 11.8

The spectral function uncertainty is the main systematic error, together with the 1πshp parameter at low9

momentum. This can be partly explained by the way the systematic error has been computed. As the10

default simulation has the spectral function and the 1πshp parameter turned off, the error is the difference11

observed when turning on these parameters.12

The NC uncertainty components come from the background subtraction, while the CC uncertainty compo-13

nents enter in the unfolding matrix as well as in the background, since the outside fiducial volume background14

can contain CC interactions. These interactions can happen on iron or aluminum frames around the detec-15

tors as well as inside other detectors. Note that this separation of each parameter is only done to understand16

their influence. Since we have correlations between some parameters, the total cross-section uncertainty is17

not exactly equal to the quadratic sum of Tables 22 and 23. The numbers pointed there, are only put18

as cross-check to verify that it gives approximatively the result of Table 17. Tables 24 and 25 show the19

influence of background only systematic variation. In this case the covariance matrix has been made by20
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Figure 25: Cross-section modeling, detector and FSI fractionnal covariance matrices.
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Figure 24: Covariance matrix for the goodness of the algorithm. The unfolding has been done with the
nominal NEUT MC fluctuated following the MC statistic, while the fake data is the nominal NEUT MC
fluctuated following the Data statistics.

10.4 Total systematic and statistical error1

In this section, we will show the relative systematic error for each (Pµ, cos θµ) bin following the procedure2

explained in Sections 8.2, 10.1, 10.2 and 10.3. In Section 8.2, only the uncertainty on the inferred number3

of events has been explained. For a differential cross-section measurement, other sources of systematic error4

have to be considered. The complete list is:5

1. Uncertainty on the inferred number of events ( �Ntk , see Sec. 8.2)6

• Cross-section modeling7

• Final State Interaction (FSI)8

• Detector response systematics9

2. Beam flux error (see Sec. 10.1)10

3. Mass uncertainty (see Sec. 10.2)11

4. Systematic uncertainty due to the algorithm (see Sec. 10.3)12

The fractional covariance matrices for the cross-section modeling, detector and FSI is shown in Fig. 25 and13

the diagonal element are listed in Table 17.14

First, we see that the backward angles have very big errors for the cross-section systematic source, where we15

don’t have a lot of statistics. In these region a change of the cross-section parameter has a drastic influence,16

that is not observed for the other systematic sources. This is simply due to the reweighting process. The17

reweighting of the detector response is only done on the reconstructed bin, that is, here not splited. For18

the flux, the reweighting is done on the true neutrino energy variable and not on the muon momentum nor19

angle. Therefore, the cross-section systematic source is the only place, where the reweighting process take20

into account the other binning that we have in true angle. Apart from the backward angles, the systematic21

errors are dominated by the flux and the cross-section errors in some bins. The flux uncertainty is constant22

over the bins because of the normalization error on the flux that is about 10.9 % (see Sec. 10.1). The break-23

down of the flux systematic sources is shown in Table 27. In this Table, we mostly see the contribution to the24

normalization error of each sources where the biggest uncertainty is for the secondary nuclear interactions.25

In general, we see that the biggest impact of the detector systematic as well as the FSI is at the lowest muon26

momentum bin. This can be explained by many reasons, first the detector response has a lower efficiency for27
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systematic error (all)

highest 
contribution

highest contribution

Table 17: Summary of the systematic errors. The error on the number of target ( 0.67 %) have been

added in quadrature to the total systematic error. φ, det., FSI label the systematic uncertainty of the

beam flux, detector response and FSI changed systematically following the covariance matrix showed in

Fig. 9,11,10,12, x-s design the influence of the change of all the cross-section modeling parameter and

channel rate.

Pµ (GeV/c) cos θµ algo. (%) φ (%) x-s (%) det. (%) FSI (%) syst (%) stat (%) tot (%)

[0.0, 0.4] [−1, 0] 0.03 11.92 15.45 2.97 0.96 19.78 2.86 19.98

[0, 0.84] 0.10 12.82 5.44 3.70 1.23 14.49 5.03 15.34

[0.84, 0.9] 0.06 13.17 10.25 2.67 1.35 16.98 9.37 19.39

[0.9, 0.94] 0.06 13.95 10.02 4.73 3.32 18.14 11.82 21.65

[0.94, 1] 0.24 14.00 11.09 4.49 2.57 18.61 13.78 23.16

[0.4, 0.5] [−1, 0] 0.98 12.05 48.06 2.79 0.47 49.64 3.52 49.77

[0, 0.84] 0.13 11.39 5.68 1.31 0.34 12.83 4.27 13.52

[0.84, 0.9] 0.18 11.41 4.96 0.94 0.38 12.51 8.55 15.15

[0.9, 0.94] 0.90 11.71 4.90 1.19 0.44 12.82 9.97 16.24

[0.94, 1] 0.34 13.12 6.25 2.06 0.83 14.73 11.42 18.64

[0.5, 0.7] [−1, 0] 7.15 11.22 47.37 1.97 0.63 49.25 30.30 57.83

[0, 0.84] 0.10 11.12 3.76 1.10 0.37 11.83 3.86 12.44

[0.84, 0.9] 0.10 10.87 3.25 0.79 0.29 11.41 6.18 12.98

[0.9, 0.94] 0.55 11.06 5.62 0.76 0.32 12.48 7.18 14.39

[0.94, 1] 0.22 11.71 9.15 0.98 0.24 14.92 7.67 16.77

[0.7, 0.9] [−1, 0] 3.18 13.48 101.82 1.59 0.48 102.77 28.89 106.75

[0, 0.84] 0.19 11.35 2.93 1.14 0.41 11.81 5.23 12.92

[0.84, 0.9] 0.23 10.93 5.84 0.83 0.19 12.45 6.85 14.21

[0.9, 0.94] 0.04 10.75 10.59 0.95 0.40 15.15 7.57 16.94

[0.94, 1] 0.03 11.01 15.59 0.79 0.30 19.13 6.90 20.34

[0.9, 30.0] [−1, 0] - - - - - - - -

[0, 0.84] 0.20 11.83 4.97 1.46 0.69 12.97 5.88 14.24

[0.84, 0.9] 0.07 11.30 2.31 0.89 0.26 11.60 6.05 13.09

[0.9, 0.94] 0.05 11.09 2.08 0.72 0.36 11.34 5.33 12.53

[0.94, 1] 0.09 10.90 2.25 0.75 0.26 11.19 2.97 11.58

subtraction. On the contrary the uncertainty on the CCQE channel, comes mainly from the propagation1

through the unfolding matrix.2

We see, that the spectral function implementation does not really influence the background but the migration3

of events from one bin to another bin.4

For a better understanding, we also split the detector response systematic following the different sources5

listed in Table 12. Table 26 shows only the main contribution of the detector sub-systematics as the rest6

of the systematics have a contribution below < 0.02 %. The main contribution comes from the outside of7

fiducial volume background uncertainty, specially at low momentum.8

10.5 CC inclusive cross-section results9

In this section, we discuss the final cross-section result with the statistical and systematic errors. In Tables 1810

and 20, we show the number of reconstructed events in each bin as well as the number of neutrino interactions11

simulated in the NEUT and GENIE MC.12

Furthermore the background as well as the inferred number of event obtained unfolding the data with NEUT13

MC is also shown. We see good agreement between data and MC.14
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Run I
Event type CC Inclusive CCQE enhanced CCnQE enhanced
CCQE 0.450± 0.014 0.716± 0.017 0.145± 0.015
RES 0.212± 0.012 0.141± 0.013 0.294± 0.019
DIS 0.191± 0.011 0.0418± 0.0077 0.361± 0.020
COH 0.0297± 0.0047 0.0175± 0.0051 0.0438± 0.0084
NC 0.0319± 0.0049 0.0131± 0.0044 0.0534± 0.0093
anti-numu 0.0110± 0.0029 0.0010± 0.0012 0.0225± 0.0061
out of FGD 0.0646± 0.0069 0.0606± 0.0092 0.069± 0.010
out FGD FV 0.0099± 0.0028 0.0091± 0.0037 0.0107± 0.0042

Run II
Event type CC Inclusive CCQE enhanced CCnQE enhanced
CCQE 0.4491± 0.0085 0.708± 0.011 0.1455± 0.0089
RES 0.2138± 0.0070 0.1458± 0.0082 0.293± 0.011
DIS 0.1927± 0.0067 0.0374± 0.0044 0.375± 0.012
COH 0.0282± 0.0028 0.0176± 0.0031 0.0406± 0.0050
NC 0.0323± 0.0030 0.0144± 0.0028 0.0534± 0.0057
anti-numu 0.0073± 0.0015 0.0027± 0.0012 0.0127± 0.0028
out of FGD 0.0668± 0.0043 0.0644± 0.0057 0.0696± 0.0064
out FGD FV 0.0098± 0.0017 0.0096± 0.0023 0.0099± 0.0025

Table 4: Composition of the selected events for Run II for the CC-inclusive, CCQE and CCnQE
enhanced samples.

Particle type Fraction
µ+ 0.44± 0.11%
µ− 88.91± 0.54%
e+ 0.281± 0.090%
e− 1.06± 0.17%
π+ 1.20± 0.19%
π− 6.7± 0.43%
proton 1.28± 0.19%

Table 5: True identification of the muon candidate as predicted by the Monte Carlo

CCQE-like sample
Cut Efficiency Purity
Good negative track in FV 49.72± 0.24% 26.36± 0.09%
TPC veto 48.62± 0.24% 33.52± 0.11%
PID cut 47.11± 0.24% 44.96± 0.14%
TPC-FGD multiplicity 40.29± 0.24% 66.87± 0.18%
Michel electron 39.99± 0.24% 71.57± 0.18%

Table 6: Purity of CCQE-like sample (fraction of real CCQE) and efficiency for selecting CCQE
events in the FGD1 fiducial volume in this sample.
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