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Introduction
W+c:                    CMS-EWK-11-013
Z+>=1b-jet:           arxiv:1204.1643
Z+1,2 b-jets(s):      CMS-SMP-12-003
Z+b-hadron:          CMS-EWK-11-015
bb→μμX:             CMS-BPH-10-015
conclusion
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Motivations
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HF/V+HF measurements provide stringent test of QCD 
predictions and MonteCarlo techniques.

-4-flavour                vs              5-flavour

-tree-level                   vs               NLO

-test of ME/PS jet matching predictions

-PDF

-MPI

QCD
Z+b motivation 
Z+1b: test QCD predictions 

Tristan du Pree (CP3/FNRS), Moriond, 9 March 2012 2 

Fixed flavor scheme 
(arXiv:hep-ph/1106.6019) 
Massive b 
Full event description 
!  aMC@NLO 

Variable flavor scheme 
(arXiv:hep-ph/0312024) 
Splitting inside PDF 
Massless b  
!  Collinear approach 

Z+2b: background and candle 
•  Exotics 

•  e.g. b’ search 
•  MSSM with large tan!  

•  bb+"(µµ,##,bb) 
•  BSM Higgs  

•  e.g. H"Z+A(bb)  
•  SM Higgs  

•  e.g. Z+H(bb) 

Z+b motivation 
Z+1b: test QCD predictions 

Tristan du Pree (CP3/FNRS), Moriond, 9 March 2012 2 

Fixed flavor scheme 
(arXiv:hep-ph/1106.6019) 
Massive b 
Full event description 
!  aMC@NLO 

Variable flavor scheme 
(arXiv:hep-ph/0312024) 
Splitting inside PDF 
Massless b  
!  Collinear approach 

Z+2b: background and candle 
•  Exotics 

•  e.g. b’ search 
•  MSSM with large tan!  

•  bb+"(µµ,##,bb) 
•  BSM Higgs  

•  e.g. H"Z+A(bb)  
•  SM Higgs  

•  e.g. Z+H(bb) 

SM Higgs: VH, H→bb

2HDM   : H→Zϕ, ϕ→bb

SUSY     : sbottom

Backgrounds for Higgs, 
BSM searches
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Heavy hadron tagging technique
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DSSV = sign(S)log(1 + |s|), S =
L3D(PV − SV )

σ3D(PV − SV )
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Figure 7: Performance curves obtained from simulation for the algorithms described in the text:

light flavour (left) and c (right) efficiencies as a function of the b efficiency.

tions of 40, 80, 120 and 160 µm in the detector simulation. The variations in the performance

of two algorithms, TCHE and SSVHP, are shown in Fig. 8 for jets in tt events: the movements

observed in 2011 do not cause any relevant degradation of the performance. The results also

illustrate the higher robustness of vertex-based algorithms.

Due to the high instantaneous luminosity delivered by the LHC in 2011, the number of proton

collisions taking place simultaneously in one bunch crossing was of the order of 5 to 20 depend-

ing on the time period. Although tracks from additional pile-up collisions strongly increase the

track multiplicity in the event, the track selection is able to reject tracks from nearby primary

vertices. The multiplicity distribution of selected tracks is almost independent from the num-

ber of primary vertices as shown in Fig. 9 left. The rejection of the additional tracks is mainly

due to the cut on the distance of the tracks with respect to the jet axis, a selection criterion that

is very efficient for the rejection of tracks from pile-up. The reconstruction of track parameters

is also hardly affected; the distribution IP significance of the 2
nd

-highest track is stable (Fig. 9

right). Fig. 9 (left) indicates a slightly lower tracking efficiency in events with high pile-up.

The impact of high pile-up on the b-tagging performance is illustrated in Fig. 10, which shows

the light-flavour mistagging rate versus the b-tagging efficiency for the TCHP and SSVHP al-

gorithms. The changes are concentrated in the regions of very high purity. In order to focus

on the changes due to the b-tagging algorithms the performance curves have been compared

using a jet pT threshold of 60 GeV at the generator level.

4 Efficiency measurements
For the b-tagging algorithms to be used in physics analyses, it is crucial to know the efficiency

for each algorithm to select real b jets. There are a number of techniques that can be applied

to CMS data to measure the efficiencies in situ, and thus reduce the reliance on simulations.

However, the most important quantity is not necessarily the absolute performance of the iden-

tification algorithms, but how well the detector simulation models that performance. All of the

efficiency measurements that are done with collision data are also replicated in simulated sam-

ples using Monte Carlo truth-level information to identify jet flavour, and the “scale factor,”

• Simple Secondary Vertex (SSV) tagger.

‣ Detect the presence of a displaced secondary vertex (SV) inside a jet

‣ Use the SV flight distance significance as discriminator

‣ Cut on discriminator defines the b-tagging efficiency

‣ Two versions

‣ High efficiency (HE): >=2 tracks attached to the SV

‣ High purity (HP):      >=3 tracks attached to the SV

vendredi 6 juillet 2012
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W+c relative cross-section measurement
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W+c: probe the s-quark pdf
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Figure 5: Top: fit to the SSVHE discriminator of the W+ c̄ selected sample. Bottom: fit to the

SSVHE discriminator of the W−c selected sample. Background components are stacked.

• Check theory predictions about the following questions

‣ Is the s-quark PDF antisymmetric under charge conjugaison

‣ Proportion of Wc into W+jets?

Fit the SSV(high efficiency) discriminator 
distribution to extract W+c content

only events witg flight distance<0.15 cm 
are kept.

ν

SVW
MT>50 GeV

μ
PT>25 GeV

|η|<2.1

D meson

jet
Pt>20 GeV, |η|<2.1

2

Ratio R±
c Rc R±

CT10 0.953+0.009
−0.007 0.124+0.021

−0.012 1.39+0.03
+0.03

MSTW2008NLO 0.921+0.022
−0.033 0.116+0.002

−0.002 1.34+0.01
−0.01

NNPDF2.1NLO 0.944±0.008 0.104±0.005 1.39±0.02

GJR08 0.933±0.003 0.099±0.002 1.37±0.02

ABKM09 0.933±0.002 0.116±0.003 1.39±0.01

TABLE I: Comparison of results for the cross-section ratios
defined in (1) and (2) at NLO using different PDF sets, in-
cluding 68%cl (asymmetric, where available) PDF errors.

We note that our values for R±
c are systematically

larger by ∼3% than those quoted in the CMS study [4],
but we are unable to account for this difference. We
have also checked that the values are stable with respect
to NLO corrections, with the difference from the LO re-
sults being within 1% for R±

c and 3% for Rc. In what
follows we restrict our analysis to the three global PDF
sets CT10, MSTW2008 and NNPDF2.1, since these span
a relatively broad range of predictions for the cross sec-
tion ratios.
For reference, we note that the values of R±

c and Rc

measured by CMS are:

R±
c = 0.92± 0.19 (stat.)± 0.04 (syst.) (3)

Rc = 0.143± 0.015 (stat.)± 0.024 (syst.) (4)

Note that the experimental systematic errors are already
of the same order as the differences between the predic-
tions of the various PDF sets.
If the strange quark contribution to W + c production

were totally dominant, then any deviation of R±
c from 1

would imply an asymmetry between s and s̄. However
even if s = s̄, the fact that d̄ < d will automatically
give R±

c < 1 through the Cabibbo suppressed d−quark
contribution. Schematically, at LO we expect

R±
c ∼

s̄+ |Vdc|2d̄

s+ |Vdc|2d
, (5)

with Vdc=0.225. This leads to a suppression by a factor
of 20 of the d−quark contribution.
The contributions (in fb) from d and s quarks to the

LO W + c cross sections are shown in Table II and the
corresponding percentages in Table III. The cross-section
values correspond to the leptonic decay channelW → eν.
These are obtained using LO subprocesses (but calcu-
lated with NLO PDFs) since the presence of additional
NLO subprocesses does not permit a simple quark-flavour
decomposition.
The relative contributions of initial-state s and d

quarks to the W + c cross-section ratios R±
c and Rc are

illustrated in Figs. 2 and 3. For CT10 s = s̄ and there-
fore the fact that R±

c < 1 is due entirely to the difference
between d and d̄ in the Cabibbo suppressed dg → Wc
subprocess. NNPDF2.1 does have an asymmetric strange

Process CT10 MSTW2008NLO NNPDF2.1NLO

W+ + c̄: s̄ 39934 37133 32980

W+ + c̄: d̄ 2666 2854 2880

W− + c: s 39987 38449 33012

W− + c: d 4969 5178 5180

TABLE II: Cross section contributions (in fb) of d−quarks to
σ(W + c) · B(W → eν) for different NLO PDFs at LO.

Process CT10 MSTW2008NLO NNPDF2.1NLO

W+ + c̄ 6.3 7.1 8.0

W− + c 11.1 11.9 13.6

TABLE III: Percentage contribution of d−quarks to σ(W +c)
for different NLO PDFs at LO.

sea, s − s̄ $= 0, but the asymmetry turns out to be very
small in the x,Q2 region of interest for this process and
therefore R±

c $= 1 is again determined mainly by the d,
d̄ asymmetry. Finally, for MSTW2008 the strange asym-
metry is larger and therefore contributes significantly to
R±

c . Here the (LO) ratio of σ(W+ + c̄) to σ(W−+ c) ob-
tained by setting d−quark PDFs to zero is ∼ 0.96, and
this is decreased further by the asymmetry in d and d̄.
The strange asymmetry s−s̄ for Q = MW , the relevant

scale for this process, is shown in Fig. 4, including the
68%cl uncertainty band in the case of MSTW2008NLO
and NNPDF2.1. The strange asymmetry in both of these
sets is constrained by the CCFR and NuTeV dimuon
νN and ν̄N DIS data [12] in the global fit. These data
slightly prefer an asymmetric strange sea in the x range
0.03− 0.3, although the CT10 symmetric choice of s = s̄
is also consistent with the data within errors. In the
MSTW2008NLO fit, the strange asymmetry is parame-
terised ‘minimally’ as

sV (x,Q
2
0) ≡ s(x,Q2

0)− s̄(x,Q2
0)

= A−x
δ
−
−1(1− x)η−(1 − x/x0), (6)

with the overall constraint that
∫ 1
0 dx sV (x,Q2

0) = 0. It is
this choice of parametrisation that drives the relatively
large positive asymmetry in the range x ∼ 0.01 − 0.1.
There is no such strong parameterisation dependence in
the NNPDF2.1 fit. A precise measurement of the ratio
R±

c , combined with an improved knowledge of the d, d̄
difference (for example, from the rapidity dependence of
the inclusive W → #ν charge asymmetry), could there-
fore provide important new information on the strange
sea asymmetry at small x.
The cross-section ratio Rc can be used as a measure

of the total strangeness of the proton, and to the ex-
tent that these W+jet cross sections are dominated by
qg scattering we can expect Rc ∼ s+s̄

Σ(q+q̄) . For our three
sets of NLO PDFs this ratio at scale Q = MW is shown
in Fig. 5. We note that the ordering of the Rc values
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W+c: probe the s-quark pdf
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σ(W+c)/σ(W−c) σ(W + c)/σ(W + jets)

( W+jets )!( W+c ) / ! = cR
0 0.05 0.1 0.15

 = 7 TeVs at -136 pbCMS Preliminary

Total Uncertainty

Statistical Uncertainty
 CMS 2010

 0.024 (sys) ± 0.015 (stat) ±0.143 

MCFM (CT10)
 

 PDF-0.007
+0.013 ±0.125 

MCFM (MSTW08)
  PDF 0.002±0.118 

MCFM (NN21)
  PDF 0.005±0.103 

+c )-( W!+c ) / +( W! = c
±R

0 0.2 0.4 0.6 0.8 1 1.2

 = 7 TeVs at -136 pbCMS Preliminary

Total Uncertainty

Statistical Uncertainty
 CMS 2010

 0.04 (sys) ± 0.19 (stat) ±0.92 

MCFM (CT10)
  PDF 0.006±0.915 

MCFM (MSTW08)
 

 PDF-0.032
+0.022 ±0.881 

MCFM (NN21)
  PDF 0.008±0.902 

Luminosity= 36/pb (2010 data)

R±c≠1 because of d/dbar PDF difference, 
result compatible with s=sbar PDF

see hep-ph/1203.6781

Overall good agreement between data and MC expectation. PDF dependence is visible
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Z+b cross-section and angular correlation

• Z+>=1 b-jets:    L=2.2/fb

• Z+1,2 b-jets:      L=2.13/fb

• Z+2 b-hadrons:  L=4.6/fb

8
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• Measure Z+>=1b and Z+2b independently. illustration for Z+2b

• Correct for

‣ for ttbar contamination

‣ purity

‣ lepton acceptance and efficiencies

‣ b-tagging efficiency

‣ detector and reconstruction effects

9

Z+b-jet(s): cross-section measurement

4 2 Reconstruction and selection
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Figure 2: Distributions of the two variables used to suppress the background originating from

tt production. Left: Emiss

T
variable after requiring two b jets and a Z/γ∗

candidate in the event.

Right: Mass of the lepton pair after the baseline selection, including the requirement on the

Emiss

T
. The yellow bands in the lower plots represent the statistical uncertainty on the MC yield.

criteria are included in the baseline selection.

The yields as retrieved from the data are compared to the expectations from MC events passed

through a detailed simulation of the CMS detector. The results are shown in Table 1, together

with the outcome of alternative selections based on more stringent b-tagging (denoted high

purity) or removing the Emiss

T
cut. This confirms that the baseline selection described above is

the optimal working point for a cross section measurement. The Emiss

T
selection criteria reduces

significantly the tt fraction, as expected.

Table 1: The data and MC yields for the different selection steps. Uncertainties are statistical

only.

data ZZ tt Z+b Z+c Z+l Total MC Ratio Deviation S/B S/sqrt(S+B)

Z+bb [HE*HE] 484 ± 22.0 8.3 ± 0.2 175.4 ± 4.0 240.7 ± 6.6 21.9 ± 2.0 3.0 ± 0.7 449.3 ± 8.0 1.08 1.48 1.2 11.4

Z+bb [HE*HE]+Emiss

T
365 ± 19.1 8.2 ± 0.2 60.3 ± 2.3 235.8 ± 6.5 21.6 ± 2.0 3.0 ± 0.7 328.9 ± 7.2 1.11 1.77 2.5 13.0

Z+bb [HP*HP] 204 ± 14.3 3.6 ± 0.1 87.3 ± 2.8 105.5 ± 4.3 1.7 ± 0.6 0.0 ± 0.0 198.1 ± 5.2 1.03 0.39 1.1 7.5

Z+bb [HP*HP]+Emiss

T
142 ± 11.9 3.5 ± 0.1 28.7 ± 1.6 103.7 ± 4.3 1.7 ± 0.6 0.0 ± 0.0 137.6 ± 4.6 1.03 0.34 3.1 8.8

2.1 Results after selection

Crucial kinematic variables after the baseline selection are shown in Figures 3, 4, and 5.

The pT distribution for the leading-pT and subleading-pT b jet after the selection is shown in

Figure 3. The systematic uncertainty originating from jet energy corrections, included in the

comparison of data and MC, does not explain the small excesses observed at low pT. The jet

multiplicity in Figure 4 shows a fair data/MC agreement. Also the angle between the b-jet pair

and the lepton pair, shown in Figure 4, shows agreement in comparing data and MC.

The pT distribution of the dijet pair is shown in Figure 5. Including in this comparison the

systematic uncertainty originating from jet energy corrections, as well as the (partly correlated)

M(ll), assuming 2 b-jets + MET cut
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Figure 7: Distributions of the secondary vertex mass of the leading (left) and subleading (right)

b jet, for the combined electron+muon sample. Overlaid is the two-dimensional template used

to describe the two observables, after a simultaneous likelihood fit of the bb event purity.

3 Efficiencies
In order to extract a cross section, the background-corrected yields obtained in Section 2.2 need

to be corrected for the efficiency of the dilepton+b-jet selection, the detector resolution effects,

and the acceptance of the leptons. The efficiency of the selection is factorized in two parts:

the b-tagging efficiency and the lepton selection efficiency. The correction for the detector res-

olution effects is equivalent to interpreting the results at the particle level rather than at the

reconstructed level. This correction is dominated by the jet energy resolution, and is hence

called hadron-level correction in the following.

Contrary to the inclusive Z+b cross section, where the respective proportions of events in the

1 and 2 or more b-jet bins are not measured, the Z+bb cross section depends on the migrations

between the 1-b to 2-b jet bins. Both b-tagging efficiency and jet energy resolution affect the

resulting b-hadron multiplicity. The corrections are hence performed as an unfolding of the

jet multiplicity distribution, from the reconstructed and selected events with exactly one, and

two or more b jets, to the hadron-level events with exactly one, and two or more b-hadron

jets. As only two bins are considered in this unfolding, referred to as the 1-b and 2-b jet bins

in the following, the results are factorised into four 2-by-2 matrices, by factorising the effects:

b-tagging efficiency, lepton efficiency, hadron-level correction, and lepton acceptance.

Only the matrices for b-tagging and hadron-level corrections have off-diagonal elements. This

leaves, in principle, 12 remaining factors to be calculated from the MC. As the background from

mistagging additional jets has already been removed (see Section 2.2), the migration from 1-b jet

to 2-b tagged jets is set to 0, leaving 11 remaining factors. One additional source of migration

comes from events without a b-jet in the hadron-level acceptance being reconstructed with

either one or two b-jets in the acceptance at reconstructed level. Such a migration would be

due to jet energy resolution effects, and these add three additional factors. These 14 factors

are obtained from the MC. The background-corrected data yields obtained in Section 2.2 are

used as input to the system. This way, the result becomes independent of the 1-b to 2-b jet ratio

predicted by the MC, but this ratio is rather measured in situ in the data.

3

2-tracks vertices per jetN
0 1 2 3 4

Ev
en

ts

1

10

210

310

410

510
Data
Z+l
Z+c
Z+b
tt

ZZ

-1 = 7 TeV, L = 2.1 fbs
CMS Preliminary

2-tracks vertices per jetN
0 1 2 3 4D

at
a/

M
C

0
0.5

1
1.5

2
SSVHE discriminant

0 1 2 3 4 5 6

Ev
en

ts
/0

.1

0

100

200

300

400

500

600

700

800

Data
Z+l
Z+c
Z+b
tt

ZZ

-1 = 7 TeV, L = 2.1 fbs
CMS Preliminary

SSVHE discriminant
0 1 2 3 4 5 6D

at
a/

M
C

0
0.5

1
1.5

2

Figure 1: Left: number of two-tracks secondary vertices per jet within ∆R = 0.3 of the jet axis in

dilepton+jet events. Right: SSV HE discriminant for the leading b-jets after the dilepton+b-jet

selection. The yellow bands in the lower plots represent the statistical uncertainty on the MC

yield.

following. The discriminant value to define b jets is chosen such that the rate of tagging a light

quark (mistagging rate) is below 1%. Further details can be found in Refs. [5, 18]. The number

of HE secondary vertices per jet is shown in Figure 1 (left), after the dilepton+jet selection. The

distribution of the SSV HE discriminant is shown after the dilepton+b-jet selection in Figure 1

(right).

The b-tagging efficiencies and mistagging rates are measured in the data and MC, as a function

of the pT and η of the jet, using inclusive jet samples, see Ref. [4] for details. The tagging effi-

ciency in the MC simulations is found to be higher than the efficiency in data. In all subsequent

results, a weight is applied to the MC events to reproduce the b-tagging efficiency and mistag-

ging rate measured in the data. This weight takes into account the appropriate data/MC scale

factor for each b-tagged jet, depending on the generator-level flavour. The MC b-jet efficiency

is extracted from the signal Z+b MC simulation.

Before (after) b tagging, the reference vertex is found to be identical to the dilepton vertex in

more than 99.7% (99.9%) of the events. Therefore, no explicit requirement of a common vertex

is applied to the dilepton and b jet. In order to suppress background due to tt production, a veto

on missing transverse energy (Emiss

T
) is applied. In this study, Emiss

T
is calculated by forming the

negative vectorial sum of the transverse momenta of all particle-flow objects in the events. In

Figure 2, the distribution of the Emiss

T
variable after requiring a Z candidate and two b jets in the

event is shown. The distribution for the Z+b MC component and the tt MC component justifies

the selection of events with a reconstructed Emiss

T
below 50 GeV. The dilepton invariant mass

distribution, also used to suppress background from tt, is shown in Figure 2, and the data/MC

agreement in the tails justifies the selection criterium on this observable. These two selection

 2 b-jets id, assuming dilepton selection tt suppr., assuming dilepton+2 b-jets id.
4 2 Reconstruction and selection
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Figure 2: Distributions of the two variables used to suppress the background originating from

tt production. Left: Emiss

T
variable after requiring two b jets and a Z/γ∗

candidate in the event.

Right: Mass of the lepton pair after the baseline selection, including the requirement on the

Emiss

T
. The yellow bands in the lower plots represent the statistical uncertainty on the MC yield.

criteria are included in the baseline selection.

The yields as retrieved from the data are compared to the expectations from MC events passed

through a detailed simulation of the CMS detector. The results are shown in Table 1, together

with the outcome of alternative selections based on more stringent b-tagging (denoted high

purity) or removing the Emiss

T
cut. This confirms that the baseline selection described above is

the optimal working point for a cross section measurement. The Emiss

T
selection criteria reduces

significantly the tt fraction, as expected.

Table 1: The data and MC yields for the different selection steps. Uncertainties are statistical

only.

data ZZ tt Z+b Z+c Z+l Total MC Ratio Deviation S/B S/sqrt(S+B)

Z+bb [HE*HE] 484 ± 22.0 8.3 ± 0.2 175.4 ± 4.0 240.7 ± 6.6 21.9 ± 2.0 3.0 ± 0.7 449.3 ± 8.0 1.08 1.48 1.2 11.4

Z+bb [HE*HE]+Emiss

T
365 ± 19.1 8.2 ± 0.2 60.3 ± 2.3 235.8 ± 6.5 21.6 ± 2.0 3.0 ± 0.7 328.9 ± 7.2 1.11 1.77 2.5 13.0

Z+bb [HP*HP] 204 ± 14.3 3.6 ± 0.1 87.3 ± 2.8 105.5 ± 4.3 1.7 ± 0.6 0.0 ± 0.0 198.1 ± 5.2 1.03 0.39 1.1 7.5

Z+bb [HP*HP]+Emiss

T
142 ± 11.9 3.5 ± 0.1 28.7 ± 1.6 103.7 ± 4.3 1.7 ± 0.6 0.0 ± 0.0 137.6 ± 4.6 1.03 0.34 3.1 8.8

2.1 Results after selection

Crucial kinematic variables after the baseline selection are shown in Figures 3, 4, and 5.

The pT distribution for the leading-pT and subleading-pT b jet after the selection is shown in

Figure 3. The systematic uncertainty originating from jet energy corrections, included in the

comparison of data and MC, does not explain the small excesses observed at low pT. The jet

multiplicity in Figure 4 shows a fair data/MC agreement. Also the angle between the b-jet pair

and the lepton pair, shown in Figure 4, shows agreement in comparing data and MC.

The pT distribution of the dijet pair is shown in Figure 5. Including in this comparison the

systematic uncertainty originating from jet energy corrections, as well as the (partly correlated)
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Z+b-jet(s): cross-section measurement

Z+bX:tension between MCFM and data
Z+bbX: good agreement with Madgraph

 Z(ll)+bbX production cross-section (pb)!pp
0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45

2<106 GeV/cll76<M
<2.4l|">20 GeV/c, |l

TP
<2.1b|">25 GeV/c, |b

TP
 R=0.5Tanti-K

R(j,l)>0.5#

CMS 2011
0.02(th)pb±0.07(syst)± 0.02(stat)±data: 0.37

 0.01pb±MC: 0.33

 = 7 TeVsCMS preliminary      L=2.13/fb

MGME5+P6 (CTEQ6L1,tune Z2)

Total uncertainty
Statistical uncertainty

 Z(ll)+bbX production cross-section (pb)!pp
0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45

 Z(ll)+bX production cross-section (pb)!pp
1 2 3 4 5 6 7 8

2<120 GeV/cll60<M
<2.1b|">25 GeV/c, |b

TP
 R=0.5Tanti-K

R(j,l)>0.5#

CMS 2011
(th)pb

0.55
+0.250.72(syst)± 0.08(stat)±data:5.84

0.47pb±MC=3.7

 = 7 TeVsCMS                  L=2.2/fb

MCFM (CTEQ6m)

Total uncertainty
Statistical uncertainty

 Z(ll)+bX production cross-section (pb)!pp
1 2 3 4 5 6 7 8
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Z+bb: angular correlation

• Measure also «gluon splitting» bb production: in collinear 
configuration. 

‣ No use of jet because of radius limitation (~0.5-1.0).: use the 
Inclusive  Vertex Finder (IVF)

‣ Seed: tracks with large impact parameter,. Other tracks 
clustered around the seed

‣ Vertex fitter: makes Secondary Vertices, merge if B→D-like 
decay (produces B-candidate)

‣ Resolution ΔR(B1,B2)~0.02!

‣ Draw back: no absolute IVF efficiency

‣ ⇒ no data/MC scale factors

‣ ⇒must normalize results arbitrarily
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Figure 4: Distribution of kinematic variables for the leading (left) and subleading (right) B-
candidate in the background region. The muon and electron channels are combined. The
CMS data are represented by solid points and the MC simulation by stacked histograms. The
red shade represents the statistical uncertainty on the MC prediction. From top to bottom:
transverse momentum, invariant mass and flight length significance.
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Z+bb angular correlation: ΔR(B,B)

13

8 5 Systematic uncertainties
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Figure 5: Distribution of the opening angle ∆R between the two B candidates in the signal
region (left) and background region (right). CMS data are represented by the markers and the
MC simulation by stacked histograms. The muon and electron channels are combined. The red
shade represents the statistical uncertainty of the MC prediction.

PT spectrum between data and MC may lead to differences in resulting efficiencies166

and hence potentially affects the distribution in ∆R. The confidence in the Monte167

Carlo modeling is provided by comparing the average of the transverse momentum168

distributions of the reconstructed B candidates in the data and the simulation. The169

distributions of the reconstructed average pT for the softest B candidates and the170

reconstruction efficiency of B-candidates versus the pT are shown in Fig. 6. The171

largest difference between data and MC obtained from the average pT of the softest B172

candidate is ∼1 GeV. The difference, folded with the pT dependence of the efficiency173

correction, corresponds to an efficiency uncertainty of about ±5%.
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Phase-space definition

Pt(l)>20 GeV, |η|<2.4.

60<M(l+l-)<120 GeV

Pt(B-hadron)>15 GeV , |η|<2.0
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Figure 3: Left: Azimutal angle ∆φ between the B-candidates. The CMS data are represented

by solid points and the MC simulation by stacked histograms. The red shade represents the

statistical uncertainty on the MC prediction. The muon and electron channels are combined.

Middle: minimal distance ∆R between the B candidates and the Z boson. Right : Azimutal angle

∆φ between the sum of B-candidates momenta and the Z boson.

smaller than the bin size chosen here (0.625).

In each bin i in ∆R, the number of signal events Ndata, f it
i is extracted from an extended unbinned

maximum likelihood fit to the lepton pair invariant mass distribution using a Breit-Wigner dis-

tribution, convoluted with a Gaussian resolution function for the signal and a second-order

Chebychev polynomial distribution for the background. The signal shape parameters are ob-

tained from data while the background parameters are taken from simulation. Ndata, f it
i is cor-

rected for the IVF purity Pi, the IVF efficiency �2SV
i and the dilepton efficiency and acceptance

��i · A�
. The resulting distribution is normalized by 1/σvisible, with

σvisible =
8

∑
i=1

Ndata, f it
i · Pi

�2SV
i · ��i · A�

. (1)

The efficiency corrections for the B candidate and lepton selections as well as the purity correc-

tions are obtained from MC simulation. The simulated lepton efficiencies are corrected using

the estimates obtained from data with a tag-and-probe technique.

5 Systematic uncertainties
The following uncertainties on the shape of the differential distribution are studied:

• Lepton kinematics. The pT spectrum of the leptons can potentially influence the ∆R
distribution between the B hadrons. The impact of the lepton pT resolution is es-

timated by varying the pT cut by 1%. The relative difference δi between the two

histograms h1,2 is defined, in each bin i of ∆R, as δi = (hi
1
− hi

2
)/(hi

1
+ hi

2
). The

systematic uncertainty is estimated as the maximal deviation between the weighted

average of the δ distribution and its content, yielding an uncertainty of ±0.5%. This

technique is adopted to quantify other systematic uncertainties described in this sec-

tion.

• B hadron kinematics. The IVF efficiency, obtained from MADGRAPH, depends on the

transverse momentum of the softer B hadron candidate. A difference of B-hadron

Purity

Lepton 
acceptance

and efficiency
IVF efficiency,
assuming HPS

Fit the number of Z+x vs 
TTbar
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Figure 7: Left: Normalized production cross section as function of the angular variable ∆R. The
measured distributions are represented by the solid dots. The statistical errors are represented
by the square brackets, while bars terminated by the straight segment represent the sum of sys-
tematic and statistical uncertainties added in quadrature. The MADGRAPH prediction in the
five-flavour schema is shown as histogram. Both distributions are normalized to one. Right: as
for left but with the aMC@NLO distribution. The yellow band in the bottom part of each plot
represents the systematic uncertainty while the line segments represent the statistical uncer-
tainties. The uncertainties associated to the data in the last bin are not shown.

include the contribution of B hadron pairs and Z originating from separate partonic interactions
within the same collision (multiple parton interaction).

7 Conclusions and outlook
A measurement of the angular correlation between B-hadron pairs produced in association to
a Z boson in pp collisions at a centre-of-mass energy of 7 TeV was presented, accessing for
the first time the region of collinear B pair production. The measurement was based on data
corresponding to an integrated luminosity of 4.6 fb−1 recorded by the CMS experiment during
2011. The result is given in terms of normalized differential production cross section as function
of the B hadron angular separation variable ∆R. The measurement is compared to predictions
based on tree-level and NLO QCD calculations. The measured normalized distributions are in
reasonable agreement with the predictions although data suggest a flatter slope in the region
of small angular separation. At this stage it remains complicated to estimate the origin of
this shape difference since there is no data-driven estimate of the IVF absolute efficiency, and
therefore no possibility to correctly normalize the relative simulation and data yields.

Measurements of the absolute differential cross section and larger samples expected in 2012
will help establishing which theoretical modeling provides the most reliable description of the
data. In addition, larger datasets will allow to study the angular separation in different regions
of the Z pT spectrum.

Madgraph+Pythia, 5F

Detector 
Level

Hadron
Level

Data exhibits a flatter shape than Madgraph 5F.
Very collinear region probed for the first time! 
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BB→μμX cross-section measurement

14
vendredi 6 juillet 2012



Simon de Visscher, ICHEP 2012, Melbourne. 

Production cross-section of BB→μμ events

• Previous CMS studies about b and bb 
production (cross-section and angular 
correlation

‣ MC@NLO fails at describing 
collinear configuration

→how about very soft PT(b-hadron) 
configuration where gluon splitting 
contribution is small?

15
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Figure 8: Ratio of the differential BB production cross sections, as a function of ∆R (left) and ∆φ
(right), for data, MADGRAPH, MC@NLO and CASCADE, with respect to the PYTHIA predictions,
for the three leading jet pT bins. The simulation is normalised to the region ∆R > 2.4 and
∆φ > 2.4 (FCR region), as indicated by the shaded normalisation region. The widths of the
theory bands indicate the statistical uncertainties of the simulation.

their decays. The results are given in terms of normalised differential production cross sec-
tions as functions of the angular separation variables ∆R and ∆φ between the two B hadrons.
The data exhibit a substantial enhancement of the cross section at small angular separation, ex-
ceeding the values measured at large ∆R and ∆φ. The fraction of cross section in this collinear
region is found to increase with the leading jet pT of the event.

The measurements are compared to predictions, based on LO and NLO perturbative QCD
calculations. Overall, it is found that the data lie between the MADGRAPH and the PYTHIA
predictions. Neither the MC@NLO nor the CASCADE calculations describe the shape of the ∆R
distribution well. In particular the collinear region at small values of ∆R, where the contribu-
tions of gluon splitting processes are expected to be large, is not adequately described by any
of the predictions.
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X production cross-section (nb)µµ! BB!pp
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Production cross-section of BB→μμ events

• BB→μμX

‣ allows to probe very soft region of the phase-space, where NLO predictions are less 
sensitive to gluon splitting contribution (and uncertainties)

‣ high quality muons with >11 track hits, >1 pixel hits/track, χ2<2 and potentially large  
impact parameter with respect to primary vertex

16

MC@NLO in good agreement with data
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Conclusion

• The CMS experiment has already provided and continues to perform HF/V
+HF analyses in the context of SM studies.

‣ W+c study had allowed to estimate the W+c production rate and charge independance. 

‣ Inclusive Z+b(b) cross-section has been measured with 2.1/fb and is found to be larger 
than MCFM predictions

‣ Zbb angular correlation show discrepancies with Madgraph prediction in 5F scheme and 
aMC@NLO (4F). No possibility to conclude yet about MPI impact

‣ BB→μμ study allows to probe very soft production of b-hadrons, the MC@NLO 
prediction is in agreement with data

17
vendredi 6 juillet 2012



Simon de Visscher, ICHEP 2012, Melbourne. 

Back-up slides

18
vendredi 6 juillet 2012



Simon de Visscher, ICHEP 2012, Melbourne. 

W+c

19

5

≥ 1 jet < 3 jets with N
vtx

tk
∆l <

Sample Muon MT > 50 GeV p
jet

T
> 20 GeV, p

jet

T
> 40 GeV ≥ 2 0.15 cm

& DY veto |η jet| < 2.1 |η jet| < 2.1

Events with µ+ 112292 80259 18237 18010 768 636

Events with µ− 83451 55749 13948 13725 653 563

Events with µ± 195743 136008 32185 31735 1421 1199

Table 1: Data reduction at every step of the selection process. The number of events is given for

the whole muon data sample, and also separated by the muon charge. The Muon requirement

means a good quality and isolated (I
rel

comb
< 0.10) muon with pT > 25 GeV and |η| < 2.1,

according to the criteria described in the text.

Source Nbg/(Nsg + Nbg) Nbg in 36 pb−1

W + udsg 24.5 ± 0.6% 220 ± 4

W + b 4.1 ± 0.2% 37 ± 2

tt̄ 14.8 ± 0.2% 133 ± 1

single-t 5.2 ± 0.1% 47 ± 1

W → τν 1.3 ± 0.1% 12 ± 1

Z → µ+µ− 1.9 ± 0.1% 17 ± 1

Z → τ+τ− 0.1 ± 0.1% 1 ± 1

QCD 1.1 ± 0.1% 10 ± 1

Total Bckg. 53.0 ± 0.7% 476 ± 5

Nsg/(Nsg + Nbg) Nsg in 36 pb−1

W + c 47.0 ± 0.8% 423 ± 6

Table 2: Final sample composition from MC predictions. The second column shows the fraction

of each of the background processes that contributes to the candidate sample. Approximately

half of the W + udsg fraction contributes to the negative part of the discriminant distribution.

The third column gives the number of events expected of each type in a 36 pb
−1

sample, based

on the predicted cross sections. The last row gives the prediction for the signal process. Only

MC statistical errors are quoted.

5 Measurement of the σ(W+c̄)/σ(W−c) and σ(W + c)/σ(W + jets)
ratios

The W + c signal yield is extracted from a maximum likelihood fit to the different components

of the distribution of the DSSVHE discriminator. The shape of the DSSVHE discriminator for each

of the contributions is taken from the simulation.

We perform a fit to determine three components corresponding to the main contributions to

the final sample: 1) W + c signal, 2) top backgrounds, 3) light-jets. The remaining components,

including W + b are taken from simulation and collected into a fourth category “Others”. The

distinctive discriminator shapes of each component are shown in Figure 3.

The fit is also extended to events with negative DSSVHE discriminator values, corresponding to

cases in which the vector connecting the primary and secondary vertex is found in the hemi-

sphere opposite to the jet direction. The (small) number of events with negative vertices are

mostly due to detector resolution effects and are an effective way to constrain the number of

positive vertices from light-quark/gluon sources. We note that the number of negative light
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We perform a fit to determine three components corresponding to the main contributions to

the final sample: 1) W + c signal, 2) top backgrounds, 3) light-jets. The remaining components,

including W + b are taken from simulation and collected into a fourth category “Others”. The
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Figure 2: Transverse mass distribution in selected W++ ≥ 1 jet (top) and W−+ ≥ 1 jet events
(bottom) compared with POWHEG predictions.
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8 6 Systematic uncertainties and consistency checks

Table 3: Relative systematic uncertainties (%) in the measurement of R±
c .

Source Relative uncertainty (%)

Charge asymmetry in efficiency 1.0

Muon resolution <0.1

Pile-up effects 1.8

Jet energy scale/resolution 1.1

Jet multiplicity 0.7

Vertex reconstruction 0.3

Top templates 1.7

Light-quark contribution 1.1

W+b background 0.2

Other Monte Carlo backgrounds 1.4

PDF uncertainties 2.2

Charm fragmentation function <0.1

Charm fragmentation BRs 0.1

TOTAL 4.1

Table 4: Relative systematic uncertainties (%) in the measurement of Rc.

Source Relative uncertainty (%)

Charge asymmetry in efficiency -

Muon resolution 0.7

Pile-up effects 2.5

Jet energy scale/resolution 2.3

Jet multiplicity 2.5

Vertex reconstruction 14.1

Top templates 6.2

Light-quark contribution 3.3

W+b background 2.4

Other Monte Carlo backgrounds 0.2

PDF uncertainties 0.2

Charm fragmentation function 0.2

Charm fragmentation BRs 0.2

TOTAL 16.5

• Charm fragmentation fractions BR(c → D0, D±, Ds, Λc). They are varied according

to the uncertainties reported in [26]. The size of this uncertainty is also consistent

with the differences observed between the values present in the CMS Monte Carlo

and the central values from reference [26].

The breakdown of the different systematic uncertainty contributions to the Rc and R±
c mea-

surements is shown in Tables 3-4.

Several studies were performed to test the robustness of the measurement and the reliability of

the uncertainty assignment, particularly in the case of Rc, where the uncertainty is dominated

by systematic uncertainties in the vertex reconstruction efficiency. First we compared the de-

cay length uncertainties found in data and predicted in the simulation. The differences were
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MC
Tree-level

5F Madgraph

Sherpa

Pythia

4F Madgraph

Alpgen

NLO aMC@NLO

MCFM

Z⊕bb from MPI

Understanding
        Zbb

Cross-sectionDynamics
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Z+b-jet(s): cross-section measurement

Z+1,2 b

MCFM
3.97±0.47pb

1b 3.41±0.05(stat)±0.27(syst)±0.06(th)

2b 0.37±0.02(stat)±0.07(syst)±0.02(th) Madgraph
0.33±0.01(stat)

Σ 3.78±0.05(stat)±0.31(syst)±0.11(th)

5.72±0.09(stat)±0.47(syst)±0.39(th) 
(ext.)

Extending phase-space 
correction from 
76<Mll<106 GeV

to
60<Mll<120 GeV

+no cut on leptons Pt 
and eta

Phase-space definition

Pt(b-jet)>25 GeV, |η|<2.1

Pt(l)>20 GeV, |η|<2.4.

76<M(l+l-)<106 GeV (2 b-jet)

ΔR(jet,l±)>0.5
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Z+b-jet(s): cross-section measurement
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Detector-level definitionDetector-level definitionDetector-level definition

Z+>=1b-jet Z+2 b-jet

Lepton
Pte>25 GeV, |η|e<2.4 

Ptμ>20 GeV, |η|μ<2.1 

Pte>25 GeV, |η|e<2.4 

Ptμ>20 GeV, |η|μ<2.1 

Z 60<M(l+l-)<120 GeV 76<M(l+l-)<106 GeV

b-jets

High purity Simple Secondary 
Vertex

3 tracks used: eff~35%, udscg-
mistag~0.1%

High efficiency Simple Secondary Vertex

2 tracks used: eff~55%, udscg-mistag~1%

Z/γ∗+b: cross section measurement

σhadron(Z/γ
∗
+ b,Z/γ∗ → ��) =

N��+b × (P − ftt̄)
A� × Chadron × �� × �b × L

• N��+b is the selected number of di-leptons+b events

• P is the b-jet purity, ftt̄ contamination of tt̄ events

• �� and �b are lepton and b-tagging efficiencies (computed scaling simulation

to match efficiencies in data)

• A� is the lepton acceptance

• Chadron a correction factor for detector and reconstruction effects

• L is the luminosity

Final cross-section calculated separately in the µµ/ee channel and combined:

cross-section (pb)
σhadron(Z + b,Z → ��) 6.10 ± 0.08 (stat) ± 0.79 (syst) +0.25-0.57 (theory)

• Final hadron-level-corrected NLO prediction σhadron
MCFM= 3.97 ± 0.47 pb3

• The measured cross-section in data is found larger than NLO prediction

3after parton-to-hadron correction CNP=0.84±0.03 using MADGRAPH+PYTHIA

R. Castello (UC Louvain) Vector bosons + jets in CMS 05/06/2012 10 / 19

N selected l+l-b Purity tt fraction

Acceptance Correction factor 
for detector and 
reconstruction 

effects

efficiencies

Z+>=1b Z+2b
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Figure 6: Distributions of the dilepton invariant mass m(ll) for the dimuon (left) and dielectron

(right) samples. Overlaid are the templates for Drell-Yan and tt contributions, after fitting the

relative fractions.

by comparing with templates constructed from an independent MC sample, and by comparing

with the expectations from MC, which have all shown to give consistent results. A systematic

uncertainty of 4.5% is estimated from MC, for the fraction of events possibly originating from

other sources, namely Z + bc, cl, ll.

The expected ZZ yield is estimated from MC, using the cross section and uncertainty from the

CMS measurement [20] for the normalization. After selection, the expected contributions in the

muon and electron channels are respectively

Nµµ+bb

ZZ
= 5.2 ± 0.10 (stat.) ± 0.18 (syst.); Nee+bb

ZZ
= 3.0 ± 0.10 (stat.) ± 0.14 (syst.) (2)

The systematic uncertainty is dominated by the measurement uncertainty, while the statistical

uncertainty originates from the limited MC statistics.

Table 2: The estimates of the variables entering the signal yield estimate for the L = 2.1 fb−1

data sample, including systematic uncertainties.

Variable Parameter µµ + bb ee + bb

Z+bb yield NZ(ll)+bb 219 148

bb-purity fbb (83 ± 6)% (83 ± 6)%
tt fraction ftt (20 ± 5)% (17 ± 5)%
Diboson yield NZ(ll)Z(bb) 5.2 ± 0.2 3.0 ± 0.2

The signal yield can be estimated from the number of selected events (NZ(ll)+bb), the per-event

purity fbb, the tt contamination ftt, and expected ZZ yield (NZZ) as

Nsig
Z(ll)+bb

= NZ(ll)+bb × ( fbb − ftt)− NZZ. (3)

Using the values from Table 2, the reconstructed signal yield is estimated to be Nsig
Z(µµ)+bb

=

133 ± 21 and Nsig
Z(ee)+bb

= 95 ± 15.

6 2 Reconstruction and selection
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Figure 4: Left: the number of jets per event after the baseline selection. Right: the polar φ angle
between the Z boson and the bb system after the baseline selection. The yellow bands in the
lower plots represent the statistical uncertainty on the MC yield.

background is described by an exponential curve, keeping the slope of the PDF floating in the
fit. The results agree between the different channels, between the different parameterizations,
and with the expectations from MC.

Combining both results, taking the difference in parameterization as a systematic effect, and
restricting the fit results to the mass window (76, 106) GeV, the tt contamination is found to be
ftt(µµ) = (19 ± 6)% and ftt(ee) = (17 ± 7)%, respectively in the muon and electron channels.

The background due to mistagging light jets is estimated from the distribution of the secondary
vertex, m(SV), of the b-tagged jets. The method is an extension of the method used in Ref [3]:
templates are estimated from MC to model the m(SV1,2) distributions for the different jet flavors
and are used in likelihood fits to extract the bb-purity from the data.

As the Z+ll contribution is negligible, the main background from mistagging light jets is ex-
pected to originate from mistagged Z+bl and Z+cc events. Simultaneously fitting the purity to
the two one-dimensional distributions for both secondary vertex mass observables, the Z/γ∗

+ bb event purity fbb is estimated, as

fbb = 1 − fcc − fbl − flb. (1)

The parameter fcc denotes the fraction of events originating from Z+cc where both c jets are
mistagged as b jets, and flb ( fbl) denotes the fraction of events originating from Z+bl where the
(sub-)leading b tagged jet is a mistagged light jet.

The result after a fit of the bb fraction to the two one-dimensional m(SV1), m(SV2) distributions
is shown in Figure 7. Subtracting the backgrounds from light jet contributions, a bb event
purity of fbb = (83.0 ± 4.5)% is estimated. The purity is controlled by comparing with 1D fits,

b-tagging efficiency
correction: 

uses unfolding matrix 

Two independent measurements
Z+>=1 b-jet
Z+(1,)2 b-jet

MonteCarlo

Z+b(s): Madgraph, MCFM

Z+light: Madgraph

top: Madgraph

diboson: Pythia
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Figure 8: Migration matrix used in the unfolding from reconstructed to hadron levels, for the
dielectron (left) and dimuon (right) selections.

4 Systematic uncertainties
The following sources of systematic uncertainties have been investigated:

• The b-tagging efficiency and the mistagging fraction: jet-pT dependent uncertain-
ties, in the range 3-8% for pT > 30 GeV and 12% for pT < 30 GeV are evaluated on
the b-tagging data/MC scale factors, as described in Ref. [4, 5]. The uncertainty on
the mistagging rate enters in the calculation of the MC event weight applied, and is
found to have a negligible impact. These uncertainties affect the b-tagging efficien-
cies calculated in Section 3.

• The b-jet purity and the estimations of tt and ZZ backgrounds: the systematic un-
certainties calculated in Section 2.2 are propagated to the cross section following the
formula in Equation 3.

• Jet energy scale and resolution: the uncertainty on the jet energy scale comes from
Ref. [15], and amount to between 3-5% depending on the pT and η of the jets. The
uncertainty on the jet energy resolution is taken to be 10%, after degrading the MC
resolution by 10% to match that measured in the data. Both affect the hadron-level
correction factors.

• Effect from pile-up: the reweighting procedure is varied, by varying by 0.6 interac-
tions the data distribution, and the effect propagated through the correction factors.
It affects mainly the lepton efficiency factors through the effect on the lepton isola-
tion requirements.

• Emiss
T selection: the Emiss

T requirement removes about 2.5% of the signal contribution,
evaluated from MC. The uncertainty on that contribution is taken to be 2%.

• MC statistics: whereas the MC statistics is sufficient for the 1-b jet bin, it leads to
several percent uncertainties for correction factors involving the 2-b jet bin.

• Luminosity: measured by CMS to be 4.5% [7].
• The dilepton selection: from the electron and muon efficiencies, as explained in Sec-

tion 2.
• Theory: the PDF and scale uncertainties on the lepton acceptance factors are calcu-

10 3 Efficiencies

The migration factors for the b-tagging and lepton selection efficiencies are summarised in
Table 3 and Table 4. Uncertainties on the factors contain the statistical uncertainty from the MC
sample used, as well as systematic effects as explained in Section 4. In the case of the b-tagging
efficiencies, factors are found to be very similar for the electron and the muon channels, as
expected. For the lepton selection efficiencies, results are found to be almost identical between
the two jet multiplicity bins, which is also expected as the requirement of ∆R(jet, �) > 0.5
effectively renders the lepton selection insensitive to the jet multiplicity.

Table 3: Migration factors for the b-tagging and lepton selection efficiencies, for the electron
channel. The top table refers to migrations due to the b-tagging efficiency, whereas the bottom
one refers to migrations due to the dilepton selection efficiency. The column named ‘eesel’ refers
to migration factors for reconstructed leptons after the dilepton selection, whereas the column
denoted by ‘ee’ refers to reconstructed leptons matched to generator-level leptons. Similarly,
rows denoted by ‘b tag’ refer to events containing a number of b jets after the b-tagging selec-
tion, whereas ‘b reco’ refer to events containing a number of reconstructed jets matched to a
generator-level b-flavoured jet.

Migrations for b-tagging (%) eesel + 1 b reco eesel + (2+) b reco
eesel + (2+) b tag - 26.8 ± 2.2
eesel + 1 b tag 49.7 ± 2.3 49.5 ± 2.4
Migrations for lepton selection (%) ee + 1 b reco ee + (2+) b reco
eesel + 1 b reco 62.9 ± 2.7 -
eesel + (2+) b reco - 63.7 ± 2.9

Table 4: Migration factors for the b-tagging and lepton selection efficiencies, for the muon
channel. Notations are the same as explained in the caption of Table 3, with muons instead of
electrons.

Migrations for b-tagging (%) µµsel + 1 b reco µµsel + (2+) b reco
µµsel + (2+) b tag - 26.2 ± 2.2
µµsel + 1 b tag 49.7 ± 2.3 50.4 ± 2.0
Migrations for lepton selection (%) µµsel + 1 b reco µµsel + (2+) b reco
µµ + 1 b reco 84.7 ± 1.6 -
µµ + (2+) b reco - 84.0 ± 1.7

Concerning the hadron-level corrections, the migration matrices from generator to reconstructed
levels are shown in Figure 8, where the factors used in the unfolding are given with their sta-
tistical and systematic uncertainties. About 70% (80%) of the dielectron (dimuon) events stay
in the same multiplicity bin. An additional factor is calculated from the ratio of events with no
b jet in the acceptance to events with at least one hadron-level b jet in the acceptance, found to
be 12.93 ± 0.05 % (12.17 ± 0.04 %) for the dielectron (dimuon) selections. The assumption that
this ratio is correctly predicted by the MC was also implicit in the extraction of the hadron-level
correction performed in Ref. [3].

The lepton acceptance factor corrects for the discrepancy between the electron and muon pT
and η requirements, namely going from pT > 25 (20) GeV and |η| < 2.5 (2.1) for the electrons
(muons) to pT > 20 GeV and |η| < 2.5 for all leptons. It is found to be 84.4± 1.5 % (83.8± 5.1 %)
for the dielectron selection, and 88.2 ± 2.7 % (88.9 ± 6.0 %) for the dimuon selection, for the 1-b
(2-b) jet bin. As expected, the jet multiplicity has very little impact on this factor.
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Table 1: Extraction of the cross section σhadron(Z/γ∗ + b, Z/γ∗ → ��) for �� = ee or µµ. The
uncertainty on each parameter contains all the systematic effects considered in the analysis,
summarised in Table 2 and detailed in the main text. The first uncertainty on the cross section
results is statistical, while the second is systematic, and the third accounts for limitations of the
theory.

Variable ee+b µµ+b
Selected events 1990 3362
P (%) 83.4 ± 3.6 81.5 ± 2.9
ftt (%) 18.7 ± 2.2 18.4 ± 2.3
εb (%) 35.3 ± 3.5 34.9 ± 3.5
ε� (%) 63.2 ± 2.6 84.4 ± 1.7

Chadron (%) 84.2+5.8
−0.6 95.0+6.6

−0.5

A� (%) 55.0+3.6
−2.1 57.2+3.7

−2.4

σhadron(Z/γ∗ + b, Z/γ∗ → ��) (pb) 5.61 ± 0.13 ± 0.73+0.24
−0.53 5.97 ± 0.10 ± 0.73+0.25

−0.57

Table 2: Fractional uncertainties on the cross section measurement from the different sources
considered.

Correlated sources Fractional uncertainty (%)
b-tagging efficiency 10
b-jet purity 5.6 (ee+b) 4.6 (µµ+b)
tt contribution 2.9
Jet energy scale 2.5
Luminosity 2.2
Jet energy resolution 0.5
Pile-up 1.5 (ee+b) 0.5 (µµ+b)
Mistagging rate 0.04

Theory (via A�) +4.2
−6.5

Theory (via Chadron) +0.7
−6.9

Uncorrelated sources ee+b µµ+b
Trigger and dilepton selection 4 2
tt contribution 1.9 2.2
Experimental systematic 13.0 12.3
Theoretical systematic +4.2

−9.5
+4.2
−9.5

Statistical 2.2 1.7

scales by factors of 0.5 and 2 around the mass of the Z boson, considering both correlated and
anticorrelated combinations [37]. In order to extract the corresponding prediction at the hadron
level, nonperturbative (NP) effects like hadronisation are quantified. A correction factor CNP is
computed from parton to hadron level using MADGRAPH +PYTHIA and aMC@NLO +HERWIG.
Parton jets are defined using the anti-kT clustering algorithm with a distance parameter of 0.5,
applied to all quarks and gluons after showering but before hadronisation. A parton jet is
labelled as a b jet if there is a b quark among its constituents. The correction is found to be
CNP = (84 ± 3)%, leading to a hadron-level-corrected NLO prediction of 3.97 ± 0.47 pb. The
theoretical prediction in the context of this MCFM calculation is found to be smaller than the

12 5 Result

lated using MCFM [21–23] similarly as in Ref. [3].

The cross section results are potentially sensitive to model-dependent variations of the b-jet
kinematics. In particular, this could affect the generator- to reconstructed-level efficiency fac-
tors. A study has been performed in which the ratio of events outside the generator-level
acceptance to inside this acceptance is varied in the MC signal sample. Realistic variations of
up to 10% on this ratio are found to have an impact on the cross section results at least an order
of magnitude below the given systematic uncertainties. Another study, in which all efficiency
factors are recalulated with the MC signal sample reweighted to match the pbb

T data distri-
bution as shown in Figure 5 gives variations in the cross section results at the level of 0.5%,
therefore the observed data/MC shape discrepancy does not have any appreciable impact on
the measurement.

The impact of the systematic uncertainties on the cross section is summarised in Table 5.

Table 5: Fractional uncertainties on the measured cross sections.
ee(%) µµ(%)

Correlated sources Z+1b Z+2b Z+1b Z+2b
b-jet purity 3.5 10.3 2.5 11.0
tt contribution 0.9 8.9 0.5 9.4
b-tagging efficiency 4.0 7.4 3.9 7.5
Jet energy scale 3.9 6.9 3.8 6.4
Luminosity 4.5 4.5 4.5 4.5
Emiss

T selection 0.3 2.4 0.3 2.4
Pileup 1.7 1.8 0.3 0.3
ZZ contribution 0.1 0.5 0.1 0.7
Jet energy resolution 0.1 0.2 0.1 0.1
Mistagging rate 0.02 0.08 0.02 0.07
Theory (via Al) 1.8 5.9 3.0 6.4
Uncorrelated sources Z+1b Z+2b Z+1b Z+2b
MC sample stat. 1.2 5.1 0.9 4.2
Dilepton selection 4.0 4.0 1.9 1.9
Statistical 2.4 10.0 1.8 8.2
Experimental systematic 9.1 18.9 7.7 18.8
Theoretical systematic 1.8 5.9 3.0 6.4

5 Result
The final cross section is obtained from the unfolded yields per multiplicity bin divided by the
integrated luminosity. The results are summarised in Table 6.

Table 6: Cross section for the production of Z in association with exactly 1 b jet and at least 2-b
jets, and the combination of the two (at least 1 b jet).

Multiplicity bin ee µµ
σhadron(Z+1b,Z→ ��)(pb) 3.25 ± 0.08 ± 0.29 ± 0.06 3.47 ± 0.06 ± 0.27 ± 0.11
σhadron(Z+2b,Z→ ��)(pb) 0.39 ± 0.04 ± 0.07 ± 0.02 0.36 ± 0.03 ± 0.07 ± 0.03
σhadron(Z+b,Z→ ��)(pb) 3.64 ± 0.09 ± 0.35 ± 0.08 3.83 ± 0.07 ± 0.31 ± 0.14

Z+>=1b Z+1,2b
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Figure 7: Left: Normalized production cross section as function of the angular variable ∆R. The
measured distributions are represented by the solid dots. The statistical errors are represented
by the square brackets, while bars terminated by the straight segment represent the sum of sys-
tematic and statistical uncertainties added in quadrature. The MADGRAPH prediction in the
five-flavour schema is shown as histogram. Both distributions are normalized to one. Right: as
for left but with the aMC@NLO distribution. The yellow band in the bottom part of each plot
represents the systematic uncertainty while the line segments represent the statistical uncer-
tainties. The uncertainties associated to the data in the last bin are not shown.

include the contribution of B hadron pairs and Z originating from separate partonic interactions
within the same collision (multiple parton interaction).

7 Conclusions and outlook
A measurement of the angular correlation between B-hadron pairs produced in association to
a Z boson in pp collisions at a centre-of-mass energy of 7 TeV was presented, accessing for
the first time the region of collinear B pair production. The measurement was based on data
corresponding to an integrated luminosity of 4.6 fb−1 recorded by the CMS experiment during
2011. The result is given in terms of normalized differential production cross section as function
of the B hadron angular separation variable ∆R. The measurement is compared to predictions
based on tree-level and NLO QCD calculations. The measured normalized distributions are in
reasonable agreement with the predictions although data suggest a flatter slope in the region
of small angular separation. At this stage it remains complicated to estimate the origin of
this shape difference since there is no data-driven estimate of the IVF absolute efficiency, and
therefore no possibility to correctly normalize the relative simulation and data yields.

Measurements of the absolute differential cross section and larger samples expected in 2012
will help establishing which theoretical modeling provides the most reliable description of the
data. In addition, larger datasets will allow to study the angular separation in different regions
of the Z pT spectrum.

aMC@NLO, 4F scheme

S. de Visscher, LPCC EWK-WG, CERN, April 2nd 2012

• A (probably naive) estimation of MPI 
impact on Zbb/Z+SV analyses

‣ We can therefore assume that 10-20% of events 
seen in Zbb/Z+2SV analyses contain b’s from 
MPI

Multiple parton interaction

10

σ(Z+light)hard+(bb)MPI
=

σpp→Z+light × σpp→bb

σeff

~12mb
~3nb ~5μb with

PtB>15 GeV

~1pb

aMC@NLO and data
 normalized to the same area

In a few months we will have absolute 
efficiency of the IVF tagger
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Figure 7: Left: Normalized production cross section as function of the angular variable ∆R. The
measured distributions are represented by the solid dots. The statistical errors are represented
by the square brackets, while bars terminated by the straight segment represent the sum of sys-
tematic and statistical uncertainties added in quadrature. The MADGRAPH prediction in the
five-flavour schema is shown as histogram. Both distributions are normalized to one. Right: as
for left but with the aMC@NLO distribution. The yellow band in the bottom part of each plot
represents the systematic uncertainty while the line segments represent the statistical uncer-
tainties. The uncertainties associated to the data in the last bin are not shown.

include the contribution of B hadron pairs and Z originating from separate partonic interactions
within the same collision (multiple parton interaction).

7 Conclusions and outlook
A measurement of the angular correlation between B-hadron pairs produced in association to
a Z boson in pp collisions at a centre-of-mass energy of 7 TeV was presented, accessing for
the first time the region of collinear B pair production. The measurement was based on data
corresponding to an integrated luminosity of 4.6 fb−1 recorded by the CMS experiment during
2011. The result is given in terms of normalized differential production cross section as function
of the B hadron angular separation variable ∆R. The measurement is compared to predictions
based on tree-level and NLO QCD calculations. The measured normalized distributions are in
reasonable agreement with the predictions although data suggest a flatter slope in the region
of small angular separation. At this stage it remains complicated to estimate the origin of
this shape difference since there is no data-driven estimate of the IVF absolute efficiency, and
therefore no possibility to correctly normalize the relative simulation and data yields.

Measurements of the absolute differential cross section and larger samples expected in 2012
will help establishing which theoretical modeling provides the most reliable description of the
data. In addition, larger datasets will allow to study the angular separation in different regions
of the Z pT spectrum.
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Figure 1: Distribution of the dilepton invariant mass (left) and transverse momentum (right).
The muon and electron channels are combined. The CMS data are represented by solid
points and the MC simulation by stacked histograms. The red shade represents the statisti-
cal uncertainty on the MC prediction. The number of tt events in the signal region is esti-
mated by normalizing the simulation to the data in the background-enriched region defined
by M�� > 120 GeV. The overall simulation is normalized to the data in the signal region.

the distance between the primary vertex (PV) and VZ is required to be smaller than 200 µm.
These requirements select a single PV among the multiple interactions happening in the same
bunch crossing (PU collisions). The PV’s are reconstructed from tracks (including lepton tracks)
of low 2D impact parameter (significance<5) with respect to the nominal interaction region.

The secondary vertex (SV) reconstruction is initiated by the identification of ”seed” tracks with
a large impact parameter with respect to the selected PV. Additional tracks fulfilling angular
and momentum requirements are selected together with the seed tracks, forming secondary
vertices. Events are required to have at least two reconstructed secondary vertices. The B
candidate four-momentum is calculated as the sum pSV = ∑ pi over all tracks fitted to that
vertex, using the pion mass hypothesis for every track to obtain its energy Ei. The vertex mass
mSV is calculated as m2

SV = E2
SV − p2

SV . The IVF technique identifies the charged products
from B and B → D + X decays to form merged B candidates. Two B candidates from B →
D + X sequential decays are merged into one single B if the angular separation ∆R(SV1, SV2)
is smaller than 0.4, the invariant mass corresponding to the sum of all tracks assuming the
pion mass is smaller than 5.5 GeV, and the cosine of the angle between the four-momenta pSV1,2

corresponding to the two candidates is larger than 0.99. More details on the SV and B-candidate
reconstruction can be found in Ref. [12].

A B candidate is retained if it has a flight distance significance larger than five, a pseudorapidity
|η| < 2, transverse momentum pT > 8 GeV and a total invariant mass mSV > 1.4 GeV. Finally,
only those events which have exactly two B-candidates are retained. 454 (254) events pass all
the selection cuts in the muon (electron) channel.

The simulated kinematic distributions of the lepton pair describe the data well, as shown in
Fig. 1. The number of tt events in the signal region is estimated by normalizing the simula-
tion to the data in the background-enriched region defined by M�� > 120 GeV. The overall

4 4 Normalized differential cross section measurement

simulation is normalized to the data in the signal region. The quality of reconstruction of B

candidates in a signal enriched region is illustrated in Fig. 2. The events satisfy all selection

cuts and a tighter requirement on the dilepton invariant mass, 81 < M�� < 101 GeV. The

leading and subleading B candidate are defined as the ones with largest and second largest

pT, respectively. The shapes of the measured kinematic distributions are in good agreement

with the simulation. The measured and simulated angular variables of the Zbb̄ final state in

the signal-enriched region are shown in Fig. 3. The minimal angular separation between the

B candidate and the Z boson four-momentum is sensitive to additional QCD radiation. The

azimutal angle ∆φ between the Z boson and the B hadron pair can be sensitive to a second

hard scattering leading to a bb̄ pair produced simultaneously with a Z boson. While the signal

contribution is expected mainly for large values of the angular separation, corresponding to a

Z boson recoiling against the B hadron pair, no correlation is expected between the Z boson and

the B candidates from a second partonic interaction. In Fig. 4 the kinematic distributions of the

B candidates in the background region are shown. The region is defined by the same selection

cuts of the signal region but requiring M�� > 120 GeV.

Table 1 summarizes the expected signal and background yields after all selection cuts in the

muon and electron channel, respectively.

60 < Mµµ < 120 GeV Mµµ ≥ 120 GeV 60 < Mee < 120 GeV Mee ≥ 120 GeV

data 454 154 254 120

DY+b 290.25 ± 11.73 3.90 ± 1.47 145.91 ± 8.36 0.69 ± 0.40

tt 249.17 ± 7.34 167.21 ± 5.91 138.06 ± 5.53 115.21 ± 4.98

Other DY 3.43 ± 1.21 0.83 ± 0.58 3.87 ± 1.29 0.00 ± 0.00

WW 0.00 ± 0.00 0.18 ± 0.09 0.00 ± 0.00 0.12 ± 0.07

WZ 0.23 ± 0.07 0.00 ± 0.00 0.09 ± 0.04 0.00 ± 0.00

ZZ 5.67 ± 0.19 0.13 ± 0.03 2.78 ± 0.12 0.09 ± 0.02

sum MC 548.75 ± 13.89 172.24 ± 6.12 290.71 ± 10.1 116.11 ± 4.99

data/MC 0.83 ± 0.04 0.89 ± 0.08 0.87 ± 0.06 1.03 ± 0.10

Table 1: Measured and simulated event yields in the signal and background regions, for the

muon and electron channels. Drell-Yan associated with charmed and light jets are included in

”Other DY”. No rescaling is applied to the simulated yields.

4 Normalized differential cross section measurement
The angular correlation between the B candidates is calculated using their flight directions, i.e.

the vectors joining the PV and the B candidates. The difference of the azimuthal angles (∆φ)

and the difference of the pseudorapidities (∆η) are combined in the 3D separation variable ∆R.

The ∆R distribution is shown in Fig. 5 in both the signal-enriched region (81 < M�� < 101 GeV)

and in the background region (M�� > 120 GeV). The agreement between data and MC observed

in the background region, dominated by top pair production, supports the robustness of the

IVF technique.

The data distribution shown in Fig. 5 must be corrected for the detector acceptance and effi-

ciency, with the corrections evaluated in the visible kinematic phase space of the B hadrons

given by pT(B) > 15 GeV and |η(B)| < 2 and for lepton pairs with pT(�) > 20 GeV, pseu-

dorapidity |η(�)| < 2.4 and invariant mass 60 < M�� < 120 GeV. No unfolding is needed for

the correction of the B hadron kinematics since the ∆R resolution is approximately 0.02, much
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Figure 2: Distribution of kinematic variables in the signal region after all selection cuts for the
leading (left) and subleading (right) B-candidate. The muon and electron channels are com-
bined. The CMS data are represented by solid points and the MC simulation by stacked his-
tograms. The red shade represents the statistical uncertainty on the MC prediction. From top
to bottom: transverse momentum, invariant mass and flight length significance.
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Figure 4: Distribution of kinematic variables for the leading (left) and subleading (right) B-
candidate in the background region. The muon and electron channels are combined. The
CMS data are represented by solid points and the MC simulation by stacked histograms. The
red shade represents the statistical uncertainty on the MC prediction. From top to bottom:
transverse momentum, invariant mass and flight length significance.
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8 5 Systematic uncertainties
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Figure 5: Distribution of the opening angle ∆R between the two B candidates in the signal
region (left) and background region (right). CMS data are represented by the markers and the
MC simulation by stacked histograms. The muon and electron channels are combined. The red
shade represents the statistical uncertainty of the MC prediction.

PT spectrum between data and MC may lead to differences in resulting efficiencies
and hence potentially affects the distribution in ∆R. The confidence in the Monte
Carlo modeling is provided by comparing the average of the transverse momentum
distributions of the reconstructed B candidates in the data and the simulation. The
distributions of the reconstructed average pT for the softest B candidates and the
reconstruction efficiency of B-candidates versus the pT are shown in Fig. 6. The
largest difference between data and MC obtained from the average pT of the softest B
candidate is ∼1 GeV. The difference, folded with the pT dependence of the efficiency
correction, corresponds to an efficiency uncertainty of about ±5%.
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Figure 6: From left to right: Average transverse momentum of the softest B candidate as function
of ∆R and the reconstruction efficiency of the softest B candidate as function of its pT.
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• IVF phase space correction. The measurement of B candidates is corrected to the fidu-
cial phase space using the MADGRAPH Monte Carlo generator. The associated un-
certainty is estimated by varying the pT cut on the reconstructed B candidate from 8
to 10 GeV, corresponding to the IVF energy resolution (RMS). The maximal deviation
from a constant yields a ±4% uncertainty. This uncertainty is conservatively added
with the one associated to the B hadron kinematics yielding a total ±9% uncertainty
propagated in all bins.

• IVF purity. The purity is essentially affected by events in which only one B-candidate
corresponds to a B-hadron. The production of c or light-flavoured emission depends
on the model of simulation. The uncertainty on the purity correction is therefore
estimated by comparing MADGRAPH and aMC@NLO. The maximal deviation from
a constant yields a ±4% uncertainty.

• Fit uncertainty. The estimation of systematic effects due to the extraction of Ndata, f it
i

from the extended unbinned maximum likelihood fit has been made by varying the
shape parameters within their uncertainties. For the signal, the shape parameters are
the Breit-Wigner mean and width, as well as the Gaussian standard deviation. For
the background, the parameters of the Chebychev polynomial distribution are con-
sidered. A conservative variation of these factors leads to a signal yield uncertainty
below 2%

• MC statistical uncertainty. The efficiency and purity corrections are dominated by
the statistical uncertainty of the Zbb̄ component of the Drell-Yan MADGRAPH signal
sample. This effect is propagated in each bin and taken as an additional source of
uncertainty that varies between ±6% and ±10%.

The systematic uncertainties are summarized in Table 2.

Source Uncertainty
Softer B-hadron pT and IVF phase-space correction ±9%
IVF purity ±4%
Fit uncertainty ±(1% − 2%)
Leptons kinematics ±0.5%
MC statistics ±(6% − 10%)

Table 2: Summary of the systematic uncertainties on the normalized differential cross section.

6 Results
The normalized differential cross section as function of the distance ∆R between the B-hadron
pair is shown in Fig. 7 (left) and compared to the MADGRAPH prediction. In the upper panel,
the error bars on the data points represent both the quadratic sum of statistical and systematic
uncertainties, and the statistical uncertainty. This latter is estimated from the uncertainty on the
fraction of Zbb̄ in each bin, obtained from the template fit method used for the tt correction. In
the lower pannel, the yellow shade displays the systematic uncertainty, and the error associated
to the markers gives the statistical uncertainty. The measured distributions agree reasonably
with the simulated ones in most of the ∆R range, although they suggest a globally flatter slope.
Figure 7 (right) shows a comparison of the measured normalized cross section to the aMC@NLO
prediction. Also in this case the trends of data and MC shapes agree reasonably.

It is worth noticing that, unlike the MADGRAPH prediction, the aMC@NLO simulation does not
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