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SUSY in the 3rd Generation 

o  In the third generation SUSY particles à sizeable mixing �
 �
   t1 and b1 can be lighter than the other squarks�
       τ1  can be lighter than the other sleptons �

à 3rd generation sfermions: �
o  Can be produced in pairs �
    or appear in the gluino cascade decay�
o  Produce b, t or τ in their decay�

SUSY in the Third Generation
• Mixing of gauge eigenstates (f̃L, f̃R) to form mass eigenstates e.g. for stop:
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• After diagonalization, sfermions mass eigenstates f̃1 and f̃2 with m(f̃1) < m(f̃2):
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• Sizeable mixing in the third generation:
t̃1 and b̃1 are lighter than the other squarks

⌧̃1 is lighter than the other sleptons

• Third generation sfermions:

� Can be relatively light (150-250 GeV)
� Can be produced in pairs with high cross

section at the LHC
� Or appear in the gluino cascade decay

� Produce b, t or ⌧ in their decay

• Good prospects for experimental
observation of SUSY in the third
generation

3

o  SUSY can solve many problems intrinsic to SM: �
o  Hierarchy problem�

o  Unification of forces at a high energy scale�

o  If R-parity is conserved: Lightest SUSY particle (LSP) is stable �
     à natural Dark Matter (DM) candidate   �
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Searching for 3rd Generation SUSY in CMS*  

☞  Search for SUSY in Final States with a Single Lepton, B-jets, and Missing Transverse Energy in 
Proton-Proton Collisions at √s = 7 TeV – PAS-SUS-11-028 �

☞  Search for SUSY in events with a single lepton and jets using templates �
    PAS-SUS-11-027 �

"  Search for physics beyond the standard model in events with tau leptons in the presence 
of multijets and large momentum imbalance in pp collisions at √s= 7 TeV PAS-SUS-12-004 �

"  Search for new physics in events with same-sign dileptons and b-tagged jets in pp 
collisions at √s=8 TeV CMS-SUS-12-017 �

"  Search for new physics in events with b-quark jets and missing transverse energy in pp 
collisions at √s=7 TeV PAS-SUS-12-003 �

* https://twiki.cern.ch/twiki/bin/view/CMSPublic/PhysicsResultsSUS �
☛  Razor, For AlphaTb and MT2b analyses à see Will Reece and Seema Sharma`s talks! 
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Search for SUSY in Final States with a Single Lepton, B-jets, and Missing 
Transverse Energy in Proton-Proton Collisions at √s = 7 TeV  
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Figure 2: HT (a) and YMET (b) for data compared to the different SM processes. At least one b-
tag is required. The muon and electron channels are combined. The CMS data are represented
by solid points and the simulated SM events by stacked histograms. The three dashed lines
represent possible signal scenarios. The simulation is normalized to the integrated luminosity.

Jets are tagged as b-jets if they have at least two tracks with impact parameter significance
greater than 3.3 (Track Counting algorithm). B-tag efficiency and mistag rate (the efficiency of
tagging a c-jet, light quark or gluon jet as b-jet) have been measured up to transverse momenta
of pT = 670 GeV [29].

The multiplicity of b-jets in the selected events and the pT spectrum of the lepton in the signal
region D (as defined in Section 5) are shown in Fig. 1.

5 Background Estimation from Data

Most SUSY events are expected to have several high-energetic jets leading to high HT, while
the lightest SUSY particles are expected to lead in many scenarios to a significant amount
of missing energy in the detector. Therefore, the signal region is defined as the region with
HT > 650 GeV and YMET > 5.5

p
GeV, with YMET ⌘ ET/ /

p
HT. YMET is sometimes called

ET/ significance, as the denominator is proportional to the uncertainty on ET/ arising from jet
mismeasurements. This signal region is populated with events described by the tails of SM
distributions, and smearing effects related to the finite detector resolution. Since a reliable sim-
ulation of such contributions is subtle, the background is estimated from data.

HT and the YMET are nearly uncorrelated for the main background, tt events. Therefore, a fac-
torization ansatz in the YMET - HT plane can be used to estimate the background contribution,
namely from control regions with low HT and/or YMET. This method has been described in
an earlier paper [30]. HT and YMET are shown for the inclusive 1 b-tag selection for data and
simulated SM events in Fig. 2.

The control regions A, B, C and the signal region D used for the factorization method with HT
and YMET are defined in Table 1.

The number of events expected in region D N̂D is estimated from the three control regions:

PAS-SUS-11-028 �

HT à (Σi JetPti) �

☞ The analysis is performed in three channels according to the number of b-tags: exactly 
one b-tag, exactly two b-tags and three or more b-tags. �

HT [GeV] �

4 4 Event Selection
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Figure 1: The number of b-tagged jets for data and simulated SM events after all selection steps
except the b-jet requirement (a) and the pT of the leptons in our signal region D, as defined in
Section 5, including the requirement of at least one b-tagged jet (b). The muon and electron
channels are combined. The CMS data are represented by solid points and the simulated SM
events by stacked histograms. The three dashed lines represent possible signal scenarios. The
simulation is normalized to the integrated luminosity.

Electron candidates [26] are required to have pT > 20 GeV and |h| < 2.4, excluding the barrel-
endcap transition region (1.44 < |h| < 1.57). The reconstructed track of an electron candidate
has to fulfill the same impact parameter requirements as the muon tracks described above.
The relative combined isolation variable, similar to that defined in the muon case, must satisfy
Icomb
rel < 0.07 in the barrel region and Icomb

rel < 0.06 in the endcaps, as well as a set of quality and
photon-conversion rejection criteria. Exactly one selected muon or electron are required to be
in the event. Events with a second lepton passing looser selection criteria, e.g. pT > 15 GeV
and looser isolation requirements, are rejected.

The reconstruction of jets is based on the CMS particle-flow algorithm. Extra energy clus-
tered into jets due to pileup is taken into account with an event-by-event correction to the jet
four-vectors. Jets are reconstructed from particle-flow candidates using the anti-kT clustering
algorithm [27] with a distance parameter of 0.5. Different corrections are applied on the raw jet
energy to obtain a relative uniform response across the detector in h and an absolute calibrated
response in pT [28]. Each event is required to contain at least four jets with pT > 40 GeV and
|h| < 2.4 which are spatially separated from a selected muon or electron by DR > 0.3 and pass
different quality criteria in order to suppress noise and spurious energy deposits.

The missing transverse energy is reconstructed by summing up the transverse momentum vec-
tors of all particle-flow objects and required to be larger in magnitude than 60 GeV. A measure
of the hadronic activity, HT, calculated by summing up the pT of selected jets, is required to be
larger than 375 GeV.

Except for the ET/ requirement, the offline selection criteria are designed to be well above the
trigger thresholds, where the efficiency reaches a plateau. For events with ET/ < 80 GeV the
efficiency of the triggers with a ET/ trigger threshold of 40 GeV drops down to 80%, which is
corrected for in this analysis, as discussed in Section 6.
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☞ HT > 375 GeV, Njets ≥ 4 and one exact isolated lepton (e, μ) (left) �
                 à Nbjets ≥ 1 required for HT  plot (right) �
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Search for SUSY in Final States with a Single Lepton, B-jets, and Missing 
Transverse Energy in Proton-Proton Collisions at √s = 7 TeV  

Background Estimation Method - Factorization �
 �

6 5 Background Estimation from Data

Table 1: Definition of the different regions used for the factorization method with HT and the
ET/ significance YMET.

Region HT / GeV YMET /
p

GeV
A 375 < HT < 650 3.25 < YMET < 5.5
B 650 < HT 3.25 < YMET < 5.5
C 375 < HT < 650 5.5 < YMET
D 650 < HT 5.5 < YMET

N̂D = kNB
NC

NA
. (1)

If the two variables are completely uncorrelated, the correlation factor k is equal to unity. As
YMET and HT have a small correlation, k differs slightly from one, which is discussed in Sec-
tion 6.

The analysis is performed in three channels according to the number n of b-tags: exactly one
b-tag, exactly two b-tags and three or more b-tags. In addition we include the exclusive no
b-tag bin for cross checks. For the limit setting these bins are combined into one single channel
with n or more b-tags, where n is selected to give the best expected limit. The best limits in the
cMSSM scan and for the ”T2ttww” simplified model are obtained with the inclusive one b-tag
selection (n � 1), while for the ”T1tttt” simplified model the inclusive three b-tag bin (n � 3) is
favored. Our measurements, combined for muons and electrons, are sumarized in Table 5.

The distribution of events in the YMET - HT plane after the event selection in the muon chan-
nel with the requirement of exactly 1 b-tag is presented in Fig. 3 for simulated SM events (a)
compared to simulated signal events in the LM8 benchmark scenario (b). Corresponding dis-
tributions in the electron channel look very similar.

 [GeV]TH
400 600 800 1000 1200 1400 1600 1800 2000

G
eV

 
M
E
T

Y

0
2
4
6
8

10
12
14
16
18
20

E
ve

nt
s 

   

-210

-110

1

All SM bgksAll SM bgks

A B

C D

 -1 Ldt = 4.96 fb∫ = 7 TeV, sCMS Simulation

(a)

 [GeV]TH
400 600 800 1000 1200 1400 1600 1800 2000

G
eV

 
M
E
T

Y

0
2
4
6
8

10
12
14
16
18
20

E
ve

nt
s 

   

-310

-210

-110

LM8LM8

A B

C D

 -1 Ldt = 4.96 fb∫ = 7 TeV, sCMS Simulation

(b)

Figure 3: YMET vs HT for the SM background (a) compared to the low mass signal point LM8
(b) for the muon selection. Exactly one b-tag is required.
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Figure 6: The number of events ND and the predicted number of events N̂D in signal region D
for data and simulation. In data the systematic uncertainty on N̂D is given by the uncertainty
on k only and thereby benefits from the data-driven background estimation. The systematic
uncertainty in simulation includes in addition the uncertainty on the absolute rate of simulated
events, see text. The exclusive 0 b-tag selection is shown for comparison as well. The number
of events in the � 3-btag channel have been multiplied by a factor of two in order to be better
visible on this plot.
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If the two variables are completely uncorrelated, the correlation factor k is equal to unity. As
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The analysis is performed in three channels according to the number n of b-tags: exactly one
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b-tag bin for cross checks. For the limit setting these bins are combined into one single channel
with n or more b-tags, where n is selected to give the best expected limit. The best limits in the
cMSSM scan and for the ”T2ttww” simplified model are obtained with the inclusive one b-tag
selection (n � 1), while for the ”T1tttt” simplified model the inclusive three b-tag bin (n � 3) is
favored. Our measurements, combined for muons and electrons, are sumarized in Table 5.

The distribution of events in the YMET - HT plane after the event selection in the muon chan-
nel with the requirement of exactly 1 b-tag is presented in Fig. 3 for simulated SM events (a)
compared to simulated signal events in the LM8 benchmark scenario (b). Corresponding dis-
tributions in the electron channel look very similar.
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Figure 3: YMET vs HT for the SM background (a) compared to the low mass signal point LM8
(b) for the muon selection. Exactly one b-tag is required.

YMET = MET/√ HT�

SM Background �   SUSY Signal�

MET Significance à  

Number of b-tags�

☞ The measured and the 
predicted number of events  
in signal region (D) are in 
good agreement. 
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Interpretation of the results �
15
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Figure 7: The 95% CL limit using the CLs technique for the CMSSM model with tan b = 10,
A0 = 0 GeV and µ > 0. The area below the solid red line is excluded.

mass of the LSP mc̃0 and the mass of the particle that is initially produced. For each point in the
parameter plane, the acceptance times efficiency and a cross-section upper-limit is calculated.
The systematic uncertainties are, as in the cMSSM case, determined for each point.

The acceptance times the efficiency for the ”T1tttt” and the ”T2ttww” model are presented in
Fig. 8. For the ”T2ttww” model the inclusive one b-tag (n� 1) selection is used. Despite the
better Aiei factors compared to the ”T1tttt” model, it is not possible to exclude any point, as the
cross-section for direct squark production is much lower than for gluino production. For the
”T1tttt” model the inclusive three b-tag selection (n� 3) is used. In this case acceptance times
efficiency in the control regions is near the exclusion region below 3%. The 95% CL upper-limit
on the cross-section is presented in Fig. 9.

9 Conclusion

A search for light 3rd generation squarks and light gluinos has been performed on data collected
in 2011 by the CMS experiment in proton-proton collisions at a center-of-mass energy of 7 TeV,
corresponding to an integrated luminosity of 4.96 fb�1. The search is based on a selection
including a single lepton, missing transverse energy and b-tagged jets.

No deviation from the SM has been found and upper limits have been set on production cross-
sections in the cMSSM model, and in the ”T1tttt” and ”T2ttww” simplified models. Regions
of parameter space of the cMSSM and T1tttt models are excluded based on these cross-section
limits. Upper limits on the production cross-section of the ”T2ttww” do not yet constrain the
parameter space of this model.

16 9 Conclusion
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Figure 8: Acceptance times efficiency for two simplified models. For the ”T1tttt” model (a) the
inclusive three b-tag selection is used and for the ”T2ttww” model (b) the inclusive one b-tag
selection.
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cMSSM� Simplified Model�

þ No deviation from the SM has been found �
þ Upper limits have been set on production cross-sections for both models. �
�

☞ Limits are set using the CLs method with a test statistic given by a profile likelihood ratio. �
☞ The limits are based on ≥1 btag and ≥3 btag for cMSSM and SMS models, respectively. �

PAS-SUS-11-028 �
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Search for SUSY in events with a single lepton and jets using templates  
PAS-SUS-11-027 �

☞ The analysis is done as a function of the number of identified b-quark (including 0-btag) jets in the event. �

Methodology for Background Estimation �
The dominant SM backgrounds (Wjets, TTjets) can be 
obtained from data: �
o  Use hadronic component of events�
o  Fit the parameters of a model for the genuine 

MET in a control region defined by HT�

o  Apply individual MET models for W+jets, W-jets 
and TTjets�

o  Use W+jets/TTJets ratios for events with 0,1 or 
≥2 tagged bjets determined using template fit. �

8 5 Background estimation
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Figure 3: The fitted parameter a as obtained from data and as a function of HT for three compo-
nents: W++jets, W�+jets and tt. For the parameters of the error functions a linear dependence
on HT was imposed.

The predictions for the signal regions are obtained by integrating the model over the signal
region, normalizing the distribution in each HT bin in the normalization region at low Emiss

T .
The statistical uncertainties are evaluated by sampling the parameters according to the esti-
mated values and the covariance matrix provided by the fit and by re-evaluating the integral.
The final estimate, i.e. the sum over all categories, is done taking the correlations between the
parameters into account.

In Tab. 3 the predictions of the fit on simulation are compared to the true values for regions
defined by HT > 750 GeV or HT > 1000 GeV and lower limits on Emiss

T in the range 250 to
450 GeV. Good agreement is observed. The results obtained from data for the same regions are
summarized in Tab. 4.

5.4 Systematic effects in the background estimation

The results of the Emiss
T template fit can be affected by several systematic uncertainties which

are related to detector effects, assumptions made on the shape of the distribution as well as
theoretical uncertainties, and the contamination due to non-leading backgrounds. The impact
of these uncertainties on the prediction can be quantified by a relative variation defined as
dk = (N0

pred/N0
true)/(Npred/Ntrue) � 1 where Npred (Ntrue) are the predicted (true) number of

events and the prime denotes the values after the change. For systematics which only affect
the estimation procedure but not the true number of events in the signal region this amounts to
the relative change in the prediction. For all other sources dk measures the variation in closure,
i.e., how well the prediction follows the change of events in the signal region. A detailed
description of each contribution is given in the following paragraphs.

Miscalibration of the energy scales for jets or Emiss
T are expected to be largely compensated by

the fit to the Emiss
T spectrum from data and the use of normalization regions. In order to assess

the size of the effect the jet energy scale was varied by the uncertainty on the energy scale
correction. This variation was also propagated to the Emiss

T scale. In addition, the amount of
unclustered energy was modified by ±10%. These changes lead to a modification of the true

The fitted parameter α as obtained from data: �

5.4 Systematic effects in the background estimation 9
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Figure 4: Distribution of Emiss
T in the µ channel: simulation of backgrounds and signal (LM6)

for 350 < HT < 750 GeV (left) and HT > 750 (right).
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Figure 5: Distribution of Emiss
T in the µ channel: data (points) and fit result (line) for 350 <

HT < 750 GeV (left); data and prediction obtained from the fit for HT > 750 (right). The bands
around the fit correspond to the statistical uncertainty on the parameter a. The lower panels
show the ratio between the fitted model and data.
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Interpretation of the results �

14 6 Interpretation of the results

Table 7: Systematic uncertainty related to closure on simulation and on the predictions in the 1-
tag, � 1-tag and � 2-tag bins related to the relative variations in the predictions when excluding
data in the 1-tag or � 2-tag bin from the fit.

HT > 750 GeV HT > 1000 GeV
Emiss

T > 250 GeV 350 GeV 450 GeV 250 GeV 350 GeV 450 GeV
closure 7.3 % 4.9 % 7.1 % 5.9 % 7.7 % 14.8 %

fit in two bins
1-tag 2.2 % 2.3 % 1.9 % 2.0 % 2.1 % 2.0 %

� 1-tag 4.2 % 5.0 % 5.1 % 4.2 % 4.9 % 5.2 %
� 2-tag 8.1 % 11.5 % 15.0 % 8.5 % 11.4 % 15.4 %

 [GeV]0m
200 400 600 800 100012001400160018002000

 [G
eV

]
1/

2
m

100

200

300

400

500

600

700

800

) = 500g~m() = 1000g~m(

) = 1500g~m(

) = 2000g~m(

) = 1000

q~
m(

) = 1500
q~m(

) = 2000
q ~

m(

) = 2500

q~
m(

± l~ LEP2 

± 
1
χ∼ LEP2 

 =
 L

SP
τ∼

)=10βtan(
 = 0 GeV0A

 > 0µ
 = 173.2 GeVtm

95% CL exclusion limits
observed
median expected

 exp.σ 1±expected 
 theor.σ 1±observed 
 theor.σ 1±expected 

 = 7 TeVs, -1CMS preliminary, 4.98 fb

Figure 6: Exclusion limits at 95% C.L. in the m1/2 vs. m0 cMSSM plane for tan b = 10, A0 = 0
and µ > 0 using NLO cross sections and the multichannel approach. Red and blue lines indi-
cate the observed and expected limits, respectively. The solid lines correspond to the observed
and median expected limits, including all experimental uncertainties. The shaded region indi-
cates the ±1s band around the expected limit. The dashed lines show the effect of a variation
of the signal yields due to theoretical uncertainties.

the full background estimation procedure on simulation combining background and signal. In
the area around the limits shown in Fig. 6 the relative changes in the predictions are typically
below 5%, with maxima at 10%. They have negligible impact on the limit.

6.2 Interpretation in terms of simplified models

The results have also been interpreted in terms of simplified models [9–13]: the “T1tttt” model
(Fig. 7) has a nominal branching ratio of ⇡ 40% into single-lepton final states (not counting
t leptons), has four b quarks, and is thus a prime candidate to quantify the sensitivity of this
analysis.

Because of the four nominal b quarks in the final state, the best limits for this model is obtained
in the � 2-tag bin. No intermediate mass state appears in the model; the masses of the gluino
and of the LSP are the only two free parameters. Cross section limits at 95% CL have been

6.2 Interpretation in terms of simplified models 15
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two mass parameters of the T1tttt model. The contour lines correspond to different choices of
the reference cross-section, the red line shows the expected exclusion contour. Details on the
selection are given in the text.

calculated using the statistical framework described above. The signal region defined by HT >
750 GeV and Emiss

T > 250 GeV has been used. This choice results in high signal efficiencies also
for low gluino masses and low mass splittings of the gluino and the LSP.

The effect of signal contamination on the background estimation was found to be higher than
in the cMSSM case with values up to 30% in the region of sensitivity to a gluino-type produc-
tion cross section. This bias was taken into account in the calculation of the limits, which are
summarized in Fig. 8. Contour lines are plotted for different choices of reference cross-sections.
For high mass splittings, gluino masses up to 950 GeV can be excluded, if the reference cross
section is assumed. For low mass splittings, i.e. for heavier LSP masses, this limit on the gluino
masses is lowered to 600 GeV.

cMSSM� Simplified Model�

☞ The observed and expected median 
limits are based on all btags bins 
(0,1,2 btag). �

☞ The signal region is defined by HT 
> 750 GeV and MET > 250 GeV 
with at least 2 b-jet bin. �

þ No excess has been observed �
þ The results with nbjet >=2 are used for interpretation in simplified model. �

PAS-SUS-11-027 �

HT > 1000 GeV �
MET > 250 GeV �
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Search for physics SUSY in events with tau leptons in the presence of 
multijets and large momentum imbalance at √s= 7 TeV � PAS-SUS-12-004 �

☞ The analysis is performed with one or more hadronically decaying τ-leptons, 
highly energetic jets and large momentum imbalance in the final state. �
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Interpretation of the results �

þ Single tau analysis sensitive to lower m0 �
þ Tau-tau analyses sensitive to higher m0 �

PAS-SUS-12-004 �

Figure 6: (b) Distribution of H30
T + MHT) in the SR in the case of the

tauh, tauh final state. The background distributions are taken from MC
normalized to the data-driven predictions over the full region; the MC
shapes are not known to be well modeled.

Figure 7: (a) Exclusion limits in the cMSSM plane at tan b = 40 for
the single tauh final state. The observed and expected limits are shown
by the solid red and blue lines respectively. The bands represent the
experimental uncertainties while the dotted lines represent the
theoretical uncertainties for events passing the full selection.

Figure 7: (b) Exclusion limit in the cMSSM plane at tan b = 40 for the
tauh, tauh final state. The central red line denotes the experimental
limit while the dotted red lines represent the uncertainty on the
experimental limit due to scale variations (a factor of 2) and PDF
effects on the theoretical cross sections.

Figure 8: Feynman diagram for the T3tauh SMS model.

Approved Plots from SUS-12-004 (Click on figure for pdf) 5
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Interpretation of the results �

þ No excess beyond the SM expectations has been found for both single and 
di-tau final states. � PAS-SUS-12-004 �

Simplified Model�
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Search for new physics in events with same-sign dileptons and b-tagged 
jets in pp collisions at √s= 8 TeV  PAS-SUS-12-017 �

Intro: Same-Sign Dilepton Search!
•  SS lepton pairs extremely rare in SM, but appear naturally in many 

BSM scenarios!
–  SUSY, universal extra dimensions, SS top pair production, heavy 

Majorana neutrinos!
•  Dominant SM backgrounds:!

–  tt with “fake” leptons (b/c � e/μ)!
–  Charge misreconstruction!
–  Rare SM processes: qq�q’q’W±W±, ttW!

August 10th, 2011! DPF2011! 13 

dominant background: !
tt with fake lepton!

D(0'%!+$"6(!"#$%&'^(
d(OOe(d(fO(

example signal: !
SUSY with 2 χ± decays!

P/9Q&C.3&4D3@3_3@SS@TST&TVbW&e@S&

estimate from data:!
fake rate / iso extrapolation!
same-sign Z’s!
estimate from MC!

Dominant SM backgrounds: �
•   ttbar with “fake” leptons à  fake ratio / isolation extrapolation �
•   Charge mis-reconstruction à  use Z`s for charge�
•   Rare SM processes with high PT lleptons and bjets à estimate from MC �

�

Background Estimation �

☞ Define pre-selection regions in MET - HT �
ü  Validate data-driven background estimates with 

~10-100 events �

☞ Define search regions by adding MET, HT 
requirements ->Data driven techniques�

�

3
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Figure 1: Top plot: distribution of Emiss
T vs. HT for the 13 events in the baseline region (SR0).

Note that the � 2 jets requirement in SR0 implies HT > 80 GeV. Bottom left plot: projection of
the scatter plot on the HT axis. Bottom right plot: projection of the scatter plot on the Emiss

T axis.
For the one-dimensional distributions, the number of events in each bin is scaled appropriately
to reflect units of events per 10 GeV and is compared with the background (BG) predictions,
with their uncertainties.

Njets ≥ 2, Nbjets ≥ 2, �
MET > 0, HT > 80, �
Lepton Charge ++/-- �
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Figure 1: Top plot: distribution of Emiss
T vs. HT for the 13 events in the baseline region (SR0).

Note that the � 2 jets requirement in SR0 implies HT > 80 GeV. Bottom left plot: projection of
the scatter plot on the HT axis. Bottom right plot: projection of the scatter plot on the Emiss

T axis.
For the one-dimensional distributions, the number of events in each bin is scaled appropriately
to reflect units of events per 10 GeV and is compared with the background (BG) predictions,
with their uncertainties.

HT>80, GeV Nbjets>2 �
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Interpretation of the results �

PAS-SUS-12-017 �

☞ Gluinos have been excluded with masses up to approximately 880 GeV �
☞ Lower limit on the bottom squark mass of 408 GeV. �

Simplified Model�

gluino àvirtual top squarks � gluino à on-shell top squarks �

à For multiple bottom final states à see Pablo Arbol`s talk! �
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Search for new physics in events with b-quark jets and missing transverse 
energy in pp collisions at √s = 7 TeV  PAS-SUS-12-003 �

☞ The SM background estimates from the data-based background procedures 
in comparison with the observed number of events in data. �

1BL �
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2BTag � 3BTag �1Btag �

          1BTag �
HT > 400 GeV, MET > 250 GeV �
         Nbjets ≥ 1 �

            2BTag �
HT > 600 GeV, MET > 300 GeV �
         Nbjets ≥ 2 �

             3BTag �
HT > 400 GeV, MET > 200 GeV �
          Nbjets ≥ 3 �
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Search for new physics in events with b-quark jets and missing transverse 
energy in pp collisions at √s = 7 TeV  

PAS-SUS-12-003 �

☞ 95% CL observed cross section upper limits for multi top and bottom quarks final states. �

þ No excess beyond the SM expectations �
þ Set limits on new physics in the context of the b-jet rich simplified model�

Simplified Models�
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Summary �

☞ Variety of searches for SUSY events with 3rd generation squarks and sleptons  �

☞ Exploring signatures with heavy quarks or tau leptons using L = 4.98/fb data 
at √s= 7 TeV (2011) and L = 3.95/fb data at √s= 8 TeV (2012) with CMS �

þ   1 lepton + 1 and 3 bjets à cMSSM and simplified model (multiple top quarks) �

þ  1 lepton + 0,1,2 bjets à cMSSM and simplified model (multiple top quarks) �

þ  1 or 2 tau leptons à GMSB scenario and simplified model (multiple tau leptons) �

þ  2 lepton (SS) + 2 bjets à cMSSM and simplified model (multiple top quarks) �

þ  0 lepton + 1,2,3 bjets à cMSSM and simplified models (multiple top and bottom quarks) �

ü No significant excess observed over SM expectations → Limits on the masses 
of the sparticles in a various SUSY scenarios�
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Compact Muon Solenoid (CMS) Experiment  

J. Cuevas, XXXV Winter meeting on fundamental physics, 
Santiago de Compostela, May 2007

12

MUON BARREL

CALORIMETERS

Silicon Microstrips
Pixels

ECALScintillating PbWO4
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Resistive Plate Chambers (RPC)

Drift Tube
Chambers (DT)

Resistive Plate
Chambers (RPC)

SUPERCONDUCTING
COIL

IRON YOKE
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MUON
ENDCAPS

Total weight : 12,500 t
Overall diameter : 15 m
Overall length : 21.6 m
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The Compact Muon Solenoid (CMS) design

Tracking + Ecal + Hcal + Muons for |�|<2.4
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B-Tagging Schema 

Christophe M. Saout, CERN, Univ. Karlsruhe (KIT)    ACAT 2008, Erice   03.11.08 4

secondary verticesimpact parameters

Algorithm Structure

Track Counting
Jet Probability

Simple Secondary Vertex
Soft Muon
Soft Electron

tracks leptons

electrons, muons

Multivariate
Analysis

Combined Secondary Vertex

Combined MVA

(ingredients)

(intermediate
objects)

Christophe M. Saout, CERN, Univ. Karlsruhe (KIT)    ACAT 2008, Erice   03.11.08 2

Introduction

jet direction
PV

SV

impact
parameter

PV
SV
(wrong side)

B- +

+

b-quarks significantly differ from light flavour quarks by:
mass: m = 4.2 GeV
lifetime: τ ≈ 1.5 ps  ~→ 1.8mm (at 20 GeV) before decay

decay: weak, mostly into c-quarks (  3→
rd decay)  20% into → leptons

tracks: high decay multiplicity, significant displacement
Secondary vertices (SV): tracks intersecting at a common vertex

0.41
0.76

2.53algorithms

jets discriminators

Why b-tagging?  Among list are discoveries involving Top. Higgs, SUSY...
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B-Tagging Algorithm  

"Track Counting" algorithm: This is a very simple tag, exploiting the long lifetime of B hadrons. 
It calculates the signed impact parameter significance of all good tracks, and orders them by 
decreasing significance. Its b tag discriminator is defined as the significance of the N'th track. It 
comes in two variations for N = 2 (high efficiency) or N = 3 (high purity). �
�
"Combined Secondary Vertex" algorithm: This sophisticated and complex tag exploits all known 
variables, which can distinguish b from non-b jets. Its goal is to provide optimal b tag 
performance, by combining information about impact parameter significance, the secondary 
vertex and jet kinematics. �

Christophe M. Saout, CERN, Univ. Karlsruhe (KIT)    ACAT 2008, Erice   03.11.08 2
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b-quarks significantly differ from light flavour quarks by:
mass: m = 4.2 GeV
lifetime: τ ≈ 1.5 ps  ~→ 1.8mm (at 20 GeV) before decay

decay: weak, mostly into c-quarks (  3→
rd decay)  20% into → leptons

tracks: high decay multiplicity, significant displacement
Secondary vertices (SV): tracks intersecting at a common vertex
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Why b-tagging?  Among list are discoveries involving Top. Higgs, SUSY...
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Background Estimation

> Factorization method (also called ABCD method) is used:

> Hypothesis:         and           are not strongly correlatedHT Y MET

Regions Boundaries

H
T                                          

Y
MET 

A: 375 < H
T
 < 650 3.25 < Y

MET
 < 5.5

B: 650 < H
T

3.25 < Y
MET

 < 5.5

C: 375 < H
T
 < 650 5.5 < Y

MET

D: 650 < H
T

5.5 < Y
MET

All SM Bkg

1 Mu + 1 b-jet

LM8

1 Mu + 1 b-jet

Signal 

region

Control 

regionsk :=
N A×N D

N B×NC

N̂ D :=k
N B×NC

N A

К≠1 to account for correlation 
where К is taken from MC

К=1.20 ± 0.041.20 ± 0.13 
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Table 3: Overview of the uncertainties on the correlation factor k for the different selections. All
systematic uncertainties are added in quadrature. The variation in JES, JER, pT

lepton and un-
clustered energy is propagated to the ET/ . The statistical uncertainty in simulation is relatively
small, as the b-tagging is applied in the simulation by event weights.

Variation Dk Dk Dk Dk Dk
(0 b-tags) (1 b-tag) (2 b-tags) (� 3 b-tags) (� 1 b-tags)

JES ±7.5% ±2.2% ±1.4% ±4.0% ±1.5%
JER ±4.2% ±1.7% ±1.8% ±5.5% ±1.1%
pT

lepton ±0.6% ±1.5% ±0.7% ±1.2% ±0.7%
Uncl. energy ±3.1% ±0.3% ±0.7% ±0.8% ±0.4%
Pile-up ±1.7% ±0.5% ±1.1% ±0.9% ±0.8%
B-tag SF ±0.3% ±0.1% ±0.1% ±0.1% ±0.0%
Mis-tag SF ±0.0% ±0.1% ±0.0% ±0.1% ±0.1%
Cross-sect. var. ±3.4% ±1.0% ±2.0% ±1.4% ±0.4%
0b-data ±10.0% ±10.0% ±10.0% ±10.0% ±10.0%
Total syst. uncert. ±14.1% ±10.6% ±10.5% ±12.3% ±10.3%
Stat. error ±11.8% ±4.9% ±4.6% ±6.2% ±3.3%

Table 4: Systematics uncertainties in the signal region for the different selections for the SM
simulation, needed for the comparison with the SM simulation (as in Table 5). All uncertain-
ties are summed in quadrature. The variation in JES, JER, pT

lepton and unclustered energy is
propagated to the ET/ .

Variation DND DND DND DND DND
(0 b-tags) (1 b-tag) (2 b-tags) (� 3 b-tags) (� 1 b-tags)

JES ±26.3 % ±20.9 % ±17.9 % ±17.1 % ±19.6 %
JER ±7.7 % ±6.1 % ±7.0 % ±9.5 % ±6.7 %
pT

lepton ±2.3 % ±1.8 % ±2.0 % ±2.2 % ±1.9 %
Uncl. energy ±2.1 % ±0.3 % ±0.3 % ±0.3 % ±0.3 %
Pile-up ±0.2 % ±0.7 % ±0.3 % ±0.2 % ±0.5 %
B-tag SF ±2.3 % ±0.9 % ±3.8 % ±7.4 % ±1.5 %
Mis-tag SF ±1.9 % ±0.6 % ±1.1 % ±5.7 % ±1.2 %
Model uncert. ±16.0 % ±16.0 % ±16.0 % ±16.0 % ±16.0 %
Lep. trig. & ID ±3.0 % ±3.0 % ±3.0 % ±3.0 % ±3.0 %
Lumi. uncert. ±2.2 % ±2.2 % ±2.2 % ±2.2 % ±2.2 %
Total uncert. ±32.2 % ±27.3 % ±25.7 % ±27.3 % ±26.6 %
Stat. error ±8.4 % ±3.4 % ±3.1 % ±4.3 % ±2.2 %

comparison with the SM simulation (as in Table 5), but are not used in the limit determination
with the scans.

The systematic uncertainties for the signal have been determined for each point of the scans, as
they depend on the signal parameters. They are shown in Fig. 5 (a) for the cMSSM mass scan
with tan b = 10 for the inclusive one b-tag selection and in Fig. 5 (b) for the simplified model
”T1tttt” with the inclusive three b-tag selection. The shape of the total systematic uncertainty
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distributions are dominantly driven by the uncertainty in the jet energy corrections, which
depend upon the mass scale of the signal process.
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Figure 5: Systematic uncertainties for the cMSSM scan with tan b = 10 (a) with the inclusive
one b-tag selection and for the simplified model ”T1tttt” with the inclusive three b-tag selection
(b).

7 Results

The number of events in the signal region ND and the predicted value N̂D are shown in Fig. 6.
The measured number of events ND and the predicted value N̂D are in good agreement; we do
not observe an excess. The small systematic uncertainties demonstrate nicely the advantage of
the data-driven background estimation, while for the comparison of data and simulation, sev-
eral scale factors have been taken into account, as described in Section 6. The SM simulation is
able to describe the measurements. The measured number of events in bin D and the predicted
value N̂D are in good agreement also for the SM simulation. This demonstrates the validity of
the factorization ansatz for the background estimation.

The information displayed in Fig. 6 is also given in Table 5, which additionally includes expec-
tations for several possible signal scenarios.

☞ Systematical uncertainties for cMSSM and simplified model 
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Figure 8: Acceptance times efficiency for two simplified models. For the ”T1tttt” model (a) the
inclusive three b-tag selection is used and for the ”T2ttww” model (b) the inclusive one b-tag
selection.

) s
 (p

b)
 (C

L
σ

95
%

 C
L 

up
pe

r l
im

it 
on

 

-310

-210

-110

1

10

 (GeV)g~m
400 500 600 700 800 900 1000 1100 1200

 (G
eV

)
0 χ∼

m

100

200

300

400

500

600

700

800

900 CMS Preliminary
 3 b-tags≥ = 7 TeV, s, -1  L dt = 4.96 fb ∫

)g~) >> m(q~ ; m(0
χ∼ t t → g~, g~ g~ →pp 

 0
χ∼+m

t

 = 2m
g~m

 (observed)NLOσ × = 3 prodσ

 (observed)NLOσ = prodσ

 (observed)NLOσ × = 1/3 prodσ

Figure 9: The 95% cross-section upper limit using the CLs technique for the simplified model
”T1tttt” for the inclusive three b-tag selection. The area below the solid line is excluded.

6.2 Interpretation in terms of simplified models 15

P1

P2

g̃

g̃

t̄

t

�̃0
1

�̃0
1

t̄

t

Figure 7: Topology of the T1tttt model.

ε ×
A

 

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

gluino mass [GeV]
400 600 800 1000

L
S

P
 m

a
s
s
 [

G
e
V

]

200

400

600

800

 CMS Preliminary

-1
 Ldt=4.98 fb∫ = 7 TeV,  s

 templates µe/

 2 b-tags≥>250, TE>750, TH

)g~m(>)>q~; m(
0

χ∼ t t → g~, g~ g~ →pp 

(a) signal efficiencies
)

s
 [

p
b

] 
(C

L
σ

9
5
%

 C
L

 u
p

p
e
r 

li
m

it
 o

n
 

-210

-110

1

gluino mass [GeV]
400 600 800 1000

L
S

P
 m

a
s
s
 [

G
e
V

]

200

400

600

800

 CMS Preliminary

-1
 Ldt=4.98 fb∫ = 7 TeV,  s

 templatesµe/

)g~m(>)>q~; m(
0

χ∼ t t → g~, g~ g~ →pp 

NLO-QCDσ
NLO-QCDσ ×1/3 

NLO-QCDσ ×3 

 (expected)NLO-QCDσ

(b) upper limits

Figure 8: Signal efficiencies (left) and exclusion limits at 95% CL (right) as a function of the
two mass parameters of the T1tttt model. The contour lines correspond to different choices of
the reference cross-section, the red line shows the expected exclusion contour. Details on the
selection are given in the text.

calculated using the statistical framework described above. The signal region defined by HT >
750 GeV and Emiss

T > 250 GeV has been used. This choice results in high signal efficiencies also
for low gluino masses and low mass splittings of the gluino and the LSP.

The effect of signal contamination on the background estimation was found to be higher than
in the cMSSM case with values up to 30% in the region of sensitivity to a gluino-type produc-
tion cross section. This bias was taken into account in the calculation of the limits, which are
summarized in Fig. 8. Contour lines are plotted for different choices of reference cross-sections.
For high mass splittings, gluino masses up to 950 GeV can be excluded, if the reference cross
section is assumed. For low mass splittings, i.e. for heavier LSP masses, this limit on the gluino
masses is lowered to 600 GeV.
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Figure 1: Upper panels: distribution of the highest b-tag discriminator value in the event (a)
and the multiplicity of identified jets (b) in the µ channel. Jets with a discriminator value above
1.74 are considered as b-tagged. Simulated events are normalized according to an integrated
luminosity of 4.98 fb�1. The entries at negative discriminator values indicate events without
a reconstructed secondary vertex. Points represent data while the coloured areas correspond
to the superposition of different background components predicted by simulation. The lower
panels show the ratio between data and simulation.

hadronic activity and large amounts of missing energy, the final search regions are defined by
more stringent selections on HT and Emiss

T and by the number of identified b-jets.

The distributions of the discriminator value of the b-jet identification algorithm for the most
b-like jet and of the number of identified b jets after preselection are shown in Fig. 1. They
show good agreement between the data and simulation.

5 Background estimation

The dominant SM background processes contributing to the single-lepton topology after the
preselection are W+jets and tt production. Smaller contributions are due to single top pro-
duction, Drell-Yan processes and QCD multijet events. Good agreement is observed between
simulated and observed distributions after preselection; however, more reliable estimates of
the dominant SM backgrounds in the signal regions can be obtained from data.

These estimates can be made using the hadronic component of the events - a method which
is complementary to searches based on the relation between the kinematic properties of the
lepton and Emiss

T [15]. We fit the parameters of a model for the genuine Emiss
T spectrum in a

control region in data defined by 350 < HT < 700 GeV and 100 < Emiss
T < 400 GeV. In this

fit the effects of a selection in HT and the modification of the shape due to detector effects are
taken into account.

Individual Emiss
T models are used for W�+jets, W++jets and tt production. Differences between

the first two categories are taken into account by applying the procedure independently to
both lepton charges. For a given lepton charge, the W+jets-to-tt ratios for events with 0, 1 or
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erf(x; b, c), with two free parameters: the Emiss
T value where the ratio reaches 50 % (b) and the

width (c). The evolution of the parameters b and c as a function of lower limit on HT is shown
in Fig. 2 for W+jets and tt dominated samples for data and simulation. They can be well ap-
proximated by linear functions of HT: b(HT) = b0 + b1HT and c(HT) = c0 + c1HT. Since events
will contribute to several HT bins, the points at high HT are correlated. A second order polyno-
mial was used as an alternative parametrization in order to assign a systematic uncertainty to
the residual non-linearity. The full Emiss

T model for one final state category (W++jets, W�+jets
or tt) in a single HT bin i with lower and upper limits HT ,i and HT ,i+1 has the form

Mi(x) ⇠ x exp(�ax0.5)⇥ (1 + erf(x; b0 + b1HT,i, c0 + c1HT,i)) (1)
⇥ (1 � erf(x; b0 + b1HT,i+1, c0 + c1HT,i+1)).

The categories are combined with the weights described above. The results of fits to the param-
eter a in bins of HT after constraining the parameters b and c to linear functions are shown in
Fig. 3. They show no significant trend and a single value is used for each category in the final
estimate.

As the model for the genuine Emiss
T spectrum is empirical, systematic effects due to the choice

of the model have been evaluated by varying the power of Emiss
T in the exponential form, the

parameters b ad c of the error function and the evolution of a, b and c with HT. Details are
given in Sec. 5.4.

In order to describe the data, the model for the genuine Emiss
T distribution has to be modified

to account for detector effects depending on the hadronic activity and on the time-dependent
running conditions. Templates for this Emiss

T smearing can be obtained from QCD multijet
events which carry no significant amount of genuine Emiss

T [37]. A sample dominated by these
events has been selected by a set of triggers applying only a HT requirement and templates
have been extracted in bins of HT and jet and b-jet multiplicity. In each HT bin the templates
for different jet multiplicities were then combined according to the multiplicity distribution
observed in the single-lepton dataset.

The convolution between the genuine Emiss
T distribution and the templates described above is

done vectorially assuming a uniform distribution of the azimuthal angle between the two Emiss
T

components. This assumption is based on the low correlation of 0.13 between genuine Emiss
T

and the angle predicted by simulation.

5.3 Estimation of the Emiss

T spectrum from data

The full Emiss
T model described in the previous subsections is used in a simultaneous fit to HT

bins in the subsamples defined by the three b-jet multiplicity , the two lepton flavours and the
two charges. The bin sizes in HT have been chosen in order to ensure sufficient statistics in each
bin.

The parameters a resulting from the fits to data and to simulation are summarized in Tab. 2.

Figure 4 shows simulated Emiss
T distributions in the µ channel at low and high HT overlaid

with a reference SUSY signal. The fitted and predicted Emiss
T distributions at low and high HT

as obtained from data are shown in Fig. 5, again for the µ channel. The fit provides a good
description of the observed spectrum in the control region and no excess is observed at high
HT.

o  It is the complete MET model for an HT interval/bin. 
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Figure 3: The fitted parameter a as obtained from data and as a function of HT for three compo-
nents: W++jets, W�+jets and tt. For the parameters of the error functions a linear dependence
on HT was imposed.

The predictions for the signal regions are obtained by integrating the model over the signal
region, normalizing the distribution in each HT bin in the normalization region at low Emiss

T .
The statistical uncertainties are evaluated by sampling the parameters according to the esti-
mated values and the covariance matrix provided by the fit and by re-evaluating the integral.
The final estimate, i.e. the sum over all categories, is done taking the correlations between the
parameters into account.

In Tab. 3 the predictions of the fit on simulation are compared to the true values for regions
defined by HT > 750 GeV or HT > 1000 GeV and lower limits on Emiss

T in the range 250 to
450 GeV. Good agreement is observed. The results obtained from data for the same regions are
summarized in Tab. 4.

5.4 Systematic effects in the background estimation

The results of the Emiss
T template fit can be affected by several systematic uncertainties which

are related to detector effects, assumptions made on the shape of the distribution as well as
theoretical uncertainties, and the contamination due to non-leading backgrounds. The impact
of these uncertainties on the prediction can be quantified by a relative variation defined as
dk = (N0

pred/N0
true)/(Npred/Ntrue) � 1 where Npred (Ntrue) are the predicted (true) number of

events and the prime denotes the values after the change. For systematics which only affect
the estimation procedure but not the true number of events in the signal region this amounts to
the relative change in the prediction. For all other sources dk measures the variation in closure,
i.e., how well the prediction follows the change of events in the signal region. A detailed
description of each contribution is given in the following paragraphs.

Miscalibration of the energy scales for jets or Emiss
T are expected to be largely compensated by

the fit to the Emiss
T spectrum from data and the use of normalization regions. In order to assess

the size of the effect the jet energy scale was varied by the uncertainty on the energy scale
correction. This variation was also propagated to the Emiss

T scale. In addition, the amount of
unclustered energy was modified by ±10%. These changes lead to a modification of the true



Altan CAKIR |  Searches for SUSY in events with 3rd generation particles at CMS 
  

 ICHEP 2012, Melbourne, Australia  |   Page 25 
cakir@cern.ch �

PAS-SUS-11-027 

5.4 Systematic effects in the background estimation 9

 (GeV)TE
100 200 300 400 500 600 700 800 9001000

E
ve

nt
s 

/ 5
0 

G
eV

1

10

210

310

410
 + Jetstt

W + Jets
single Top
DY + Jets
QCD
LM6

 750 GeV≤ T350 < H

CMS preliminary
 = 7 TeVs, -14.98 fb

(a) 350 < HT < 750 GeV

 (GeV)TE
100 200 300 400 500 600 700 800 9001000

E
ve

nt
s 

/ 5
0 

G
eV

1

10

210

310

410
 + Jetstt

W + Jets
single Top
DY + Jets
QCD
LM6

 2500 GeV≤ T750 < H

CMS preliminary
 = 7 TeVs, -14.98 fb

(b) HT > 750 GeV

Figure 4: Distribution of Emiss
T in the µ channel: simulation of backgrounds and signal (LM6)

for 350 < HT < 750 GeV (left) and HT > 750 (right).
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Figure 5: Distribution of Emiss
T in the µ channel: data (points) and fit result (line) for 350 <

HT < 750 GeV (left); data and prediction obtained from the fit for HT > 750 (right). The bands
around the fit correspond to the statistical uncertainty on the parameter a. The lower panels
show the ratio between the fitted model and data.

6.1 Interpretation in terms of the cMSSM 13

Table 5: Relative systematic uncertainties for the background estimation in the signal region
HT > 1000 GeV and 250 < Emiss

T < 2500 GeV.
µ channel e channel

Source total 0-tag � 1-tag total 0-tag � 1-tag
Jet and Emiss

T scale 6.0 % 7.5 % 7.2 % 3.1 % 5.6 % 2.1 %
W polarization (1), ±10% 0.5 % 0.6 % 0.1 % 1.3 % 1.8 % 0.2 %
W� polarization (2), ±5% 0.3 % 0.5 % 0.1 % 0.5 % 0.5 % 0.2 %
W+ polarization (2), ±5% 0.1 % 0.2 % 0.1 % 0.1 % 0.1 % 0.1 %
W polarization (3), ± 10% 0.0 % 0.1 % 0.0 % 0.5 % 0.6 % 0.2 %
vary lep. eff. at low pT 0.4 % 0.3 % 0.6 % 0.6 % 1.3 % 0.7 %
vary lep. eff. in endcaps 0.2 % 0.2 % 0.1 % 0.6 % 0.8 % 0.4 %
vary pile-up 0.1 % 0.1 % 0.2 % 0.3 % 1.5 % 0.4 %
Non-leading bkg ± 50% 0.7 % 0.4 % 0.4 % 4.0 % 3.0 % 6.2 %
dilep. contr ± 50% 0.1 % 0.5 % 0.7 % 0.6 % 1.2 % 0.6 %
s( tt ), ± 32% 1.2 % 2.3 % 1.6 % 0.7 % 1.8 % 2.0 %
s(W+jets ), ± 32% 1.3 % 2.9 % 2.3 % 2.6 % 1.6 % 2.8 %
exponent tt ± 10% 1.6 % 0.2 % 5.3 % 1.8 % 0.3 % 4.8 %
exponent W++jets ± 10% 3.5 % 4.4 % 1.3 % 3.6 % 4.6 % 1.5 %
exponent W�+jets ± 10% 0.7 % 0.8 % 0.3 % 0.9 % 1.4 % 0.9 %
a slope tt 11.0 % 2.4 % 29.3 % 14.8 % 5.0 % 34.3 %
a slope W++jets 15.9 % 20.6 % 6.0 % 16.5 % 22.2 % 5.1 %
a slope W�+jets 4.9 % 8.2 % 2.0 % 5.6 % 8.7 % 0.5 %
Variation of Erfc. 4.1 % 4.6 % 2.9 % 3.1 % 3.2 % 2.7 %

Table 6: Relative systematic uncertainties related to b-jet identification in the signal region HT >
1000 GeV and 250 < Emiss

T < 2500 GeV.

µ channel e channel
Source total 0-tag 1-tag � 1-tag � 2-tag total 0-tag 1-tag � 1-tag � 2-tag
W+jets/tt ratio 2.9 % 2.1 % 6.1 % 4.8 % 2.4 % 1.1 % 2.4 % 2.6 % 2.3 % 2.3 %
b-tagging efficiency ±1s 2.0 % 1.5 % 2.2 % 1.3 % 5.1 % 2.2 % 1.6 % 0.8 % 1.7 % 3.6 %
mistag rate ±1s 0.4 % 0.4 % 0.7 % 0.9 % 0.6 % 0.3 % 0.4 % 0.4 % 0.2 % 0.1 %

Emiss
T energy scales. They were evaluated for each signal point. In the relevant region of the

parameter plane the variations are smaller than 20%. Smaller contributions are due to the
lepton and trigger selection (5%) and to the integrated luminosity (2.2%).

The three bins of b-jet multiplicity were used in a multichannel approach. The statistical un-
certainties on the background estimation in the three channels due to fluctuations in the nor-
malization regions were treated as uncorrelated. Bin-to-bin correlations were evaluated for the
uncertainties related to the Emiss

T shape parameters. Variations in the b-jet identification effi-
ciencies lead to correlation between different bins and between signal yields and background
predictions. All other systematic effects were treated as fully correlated. In the case of jet en-
ergy scale corrections also the full correlation between signal and background was taken into
account.

The observed and expected median limits are shown in Fig. 6. They are based on NLO cross
sections evaluated with PROSPINO [45].

The predictions of the background yields in the signal region from the Emiss
T template fit can

be affected by the presence of a SUSY signal in the fit or the normalization region. The size
of the effect depends on the branching ratios and the cross sections of the each signal point.
The effect of a possible signal contamination on the prediction has been estimated by repeating
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Figure 8: Signal efficiencies (left) and exclusion limits at 95% CL (right) as a function of the
two mass parameters of the T1tttt model. The contour lines correspond to different choices of
the reference cross-section, the red line shows the expected exclusion contour. Details on the
selection are given in the text.

calculated using the statistical framework described above. The signal region defined by HT >
750 GeV and Emiss

T > 250 GeV has been used. This choice results in high signal efficiencies also
for low gluino masses and low mass splittings of the gluino and the LSP.

The effect of signal contamination on the background estimation was found to be higher than
in the cMSSM case with values up to 30% in the region of sensitivity to a gluino-type produc-
tion cross section. This bias was taken into account in the calculation of the limits, which are
summarized in Fig. 8. Contour lines are plotted for different choices of reference cross-sections.
For high mass splittings, gluino masses up to 950 GeV can be excluded, if the reference cross
section is assumed. For low mass splittings, i.e. for heavier LSP masses, this limit on the gluino
masses is lowered to 600 GeV.
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Figure 8: Signal efficiencies (left) and exclusion limits at 95% CL (right) as a function of the
two mass parameters of the T1tttt model. The contour lines correspond to different choices of
the reference cross-section, the red line shows the expected exclusion contour. Details on the
selection are given in the text.

calculated using the statistical framework described above. The signal region defined by HT >
750 GeV and Emiss

T > 250 GeV has been used. This choice results in high signal efficiencies also
for low gluino masses and low mass splittings of the gluino and the LSP.

The effect of signal contamination on the background estimation was found to be higher than
in the cMSSM case with values up to 30% in the region of sensitivity to a gluino-type produc-
tion cross section. This bias was taken into account in the calculation of the limits, which are
summarized in Fig. 8. Contour lines are plotted for different choices of reference cross-sections.
For high mass splittings, gluino masses up to 950 GeV can be excluded, if the reference cross
section is assumed. For low mass splittings, i.e. for heavier LSP masses, this limit on the gluino
masses is lowered to 600 GeV.
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Figure 4: Schematic diagram illustrating the regions used to evaluate the QCD background.
The schematic depicts the loose kinematic signal (SIG) regions, which require Emiss

T > 250 GeV.
The concept is the same for the tight regions.
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Figure 5: Distributions of Dfmin
N in data and MC for events selected with the (a) 1BL, (b) 2BT,

and (c) 3B requirements, except for the requirement on Dfmin
N . The hatched bands show the sta-

tistical uncertainty on the total SM MC prediction. The open histograms show the expectations
for the T1bbbb model with meg = 925 GeV and mLSP = 100 GeV, normalized to the NLO QCD
cross section (see Section 7).

The various regions are illustrated schematically in Fig. 4. The LSB-LDP is dominated by QCD146

multijet events. Similarly, the SB-LDP and SIG-LDP regions are mostly QCD, as illustrated in147

Fig. 5. At higher values of Emiss
T , top and EW contributions to the SB-LDP and SIG-LDP become148

more important. This residual contamination is subtracted using MC predictions.149

Applying corrections for the non-QCD components of the SIG-LDP and SB-LDP, our estimates150

of the QCD yields in the SIG and SB regions are thus151

NQCD
SIG =

NLSB

NLSB�LDP
⇥ (NSIG�LDP � Ntop,MC

SIG�LDP � NEW,MC
SIG�LDP), (1)

NQCD
SB =

NLSB

NLSB�LDP
⇥ (NSB�LDP � Ntop,MC

SB�LDP � NEW,MC
SB�LDP), (2)

where the LSB results are derived from the zero b jet, pre-scaled HT trigger sample. The result152

for NQCD
SB is used in Section 5.3.153

The ratio NLSB/NLSB�LDP is found to depend on the number of primary vertices (PV) in the154
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Figure 1: Distributions of Emiss
T for event samples selected with the (a) 1BL, (b) 2BT, and (c) 3B

requirements, except for the requirement on Emiss
T . The hatched bands show the statistical

uncertainty on the total SM MC prediction. The open histograms show the expectations for the
T1bbbb model with meg = 925 GeV and mLSP = 100 GeV, normalized to the NLO QCD cross
section (see Section 7).

which are normalized to the leading-order cross sections. For all MC samples, PYTHIA is used to88

describe parton showering and hadronization. The jet energy resolution in the MC is corrected89

to account for a small discrepancy with respect to data [11]. The MC samples are reweighted90

to describe the probability distribution observed in data for overlapping pp collisions within a91

bunch crossing (“pileup”).92

The numbers of events in the different SIG regions are listed in Table 2 for data and MC. The93

MC results are informational only. To interpret our results, we use data-based estimates of the94

backgrounds as described in Sections 5 and 6.95

4 The Dfmin
N variable96

To define the Dfmin
N variable, we first calculate the minimum azimuthal opening angle Dfmin ⌘97

min(Dfi) (i = 1, 2, 3) between Emiss
T and each of the three highest pT jets in an event. Mis-98

reconstruction of jets primarily affects the magnitude of a jet’s pT but not its direction. Thus99

QCD background events are characterized by small values of Dfmin. The Dfmin variable is100

strongly correlated with Emiss
T , as discussed below. This correlation hinders its use in a data-101

based method to evaluate the QCD background. To reduce this correlation, we divide the Dfi102

by their estimated resolutions sDf,i to obtain our variable Dfmin
N ⌘ min(Dfi/sDf,i).103

The resolution sDf,i for jet i is evaluated by considering the pT resolution spT of the other jets104

Table 1: Definition of the signal (SIG) regions. The minimum requirements on HT, Emiss
T , and

the number of tagged b jets are given.

Signal region HT (GeV) Emiss
T (GEV) nr. b jets

1b-loose 1BL > 400 > 250 � 1
1b-tight 1BT > 500 > 500 � 1
2b-loose 2BL > 400 > 250 � 2
2b-tight 2BT > 600 > 300 � 2
3b 3B > 400 > 250 � 3

4 5 Background evaluation

Table 2: Number of data events and corresponding MC predictions for the signal regions, with
normalization to 4.98 fb�1. The MC uncertainties are statistical.

1BL 1BT 2BL 2BT 3B
Data 478 11 146 45 22
Total SM MC 498 ± 7 13.3 ± 0.6 148 ± 2 36.9 ± 0.9 15.1 ± 0.2
tt 258 ± 2 3.6 ± 0.2 111 ± 1 26.7 ± 0.4 12.7 ± 0.2
Single top 26.0 ± 1.0 0.8 ± 0.2 9.1 ± 0.5 2.7 ± 0.3 0.88 ± 0.09
W+Jets 80.0 ± 1.0 2.8 ± 0.2 7.7 ± 0.3 2.2 ± 0.2 0.38 ± 0.05
Z ! nn 104 ± 2 5.3 ± 0.4 13.8 ± 0.7 3.5 ± 0.3 0.80 ± 0.10
Diboson 1.8 ± 0.1 0.10 ± 0.02 0.27 ± 0.04 0.05 ± 0.02 0.02 ± 0.01
QCD 28.0 ± 6.0 0.70 ± 0.20 6.0 ± 1.0 1.7 ± 0.6 0.29 ± 0.07

in the event. Let sTi be the uncertainty on the component of Emiss
T perpendicular to jet i. Then105

s2
Ti

⇡ Ân(spT,n sin an)2, where the sum is over all other jets in the event with pT > 30 GeV106

and an is the angle between jet n and the direction opposite to jet i. Our estimate of the Df107

resolution is sDf,i = arctan(sTi /Emiss
T ). For the jet pT resolution, we use the approximate result108

spT = 0.10 pT [11]. Our method presumes that most Emiss
T in a QCD event arises from the pT109

mismeasurement of a single jet.110

Figure 2(a) shows the ratio of the number of events with Dfmin > 0.3 to the number with111

Dfmin < 0.3 as a function of Emiss
T , for a QCD MC sample selected with the 1BL requirements112

except for those on Dfmin
N and Emiss

T (Dfmin > 0.3 or a similar criterion is commonly used to113

reject QCD background, see, e.g., Refs. [6, 7, 18]). The strong correlation between Dfmin and114

Emiss
T is evident. The corresponding result based on Dfmin

N is shown in Fig. 2(b). For the latter115

figure we choose Dfmin
N = 4.0 in place of Dfmin = 0.3, which yields a similar selection efficiency.116

For values of Emiss
T greater than about 30 GeV, the distribution based on Dfmin

N is seen to be far117

less dependent on Emiss
T than that based on Dfmin. Figure 2(c) shows the result corresponding118

to Fig. 2(b) for zero tagged b jets. It is seen that the ratio N(Dfmin
N � 4.0)/N(Dfmin

N < 4.0) is not119

significantly different between Figs. 2(b) and (c), i.e., this ratio has an approximately constant120

value of about 0.13 (for Emiss
T > 30 GeV) irrespective of the number of b jets.121

The measured results for N(Dfmin
N � 4.0)/N(Dfmin

N < 4.0) with zero b jets, for the 1BL, 1BT,122

and 2BT kinematic selections, are shown in Fig. 3. By requiring that there not be a b jet, we123

reduce the contribution of top events. The data in Fig. 3 are collected with a pre-scaled HT124

trigger, allowing events to be selected at low Emiss
T without a trigger bias.125

5 Background evaluation126

In this section we describe our data-based methods to evaluate the SM background. Each of the127

three main backgrounds – top and W+jets, Z+jets, and QCD (where “top” includes both tt and128

single-top events) – is evaluated separately. Note however that our final results for the total SM129

background are derived from a global likelihood procedure that incorporates our data-based130

background evaluation procedures into a single fit, which is is described in Section 6.131

5.1 QCD background132

The low level of correlation between Dfmin
N and Emiss

T allows us to employ a simple data-based133

method to evaluate the QCD background. As discussed in Section 4, the ratio N(Dfmin
N �134
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Table 2: Number of data events and corresponding MC predictions for the signal regions, with
normalization to 4.98 fb�1. The MC uncertainties are statistical.

1BL 1BT 2BL 2BT 3B
Data 478 11 146 45 22
Total SM MC 498 ± 7 13.3 ± 0.6 148 ± 2 36.9 ± 0.9 15.1 ± 0.2
tt 258 ± 2 3.6 ± 0.2 111 ± 1 26.7 ± 0.4 12.7 ± 0.2
Single top 26.0 ± 1.0 0.8 ± 0.2 9.1 ± 0.5 2.7 ± 0.3 0.88 ± 0.09
W+Jets 80.0 ± 1.0 2.8 ± 0.2 7.7 ± 0.3 2.2 ± 0.2 0.38 ± 0.05
Z ! nn 104 ± 2 5.3 ± 0.4 13.8 ± 0.7 3.5 ± 0.3 0.80 ± 0.10
Diboson 1.8 ± 0.1 0.10 ± 0.02 0.27 ± 0.04 0.05 ± 0.02 0.02 ± 0.01
QCD 28.0 ± 6.0 0.70 ± 0.20 6.0 ± 1.0 1.7 ± 0.6 0.29 ± 0.07

in the event. Let sTi be the uncertainty on the component of Emiss
T perpendicular to jet i. Then105

s2
Ti

⇡ Ân(spT,n sin an)2, where the sum is over all other jets in the event with pT > 30 GeV106

and an is the angle between jet n and the direction opposite to jet i. Our estimate of the Df107

resolution is sDf,i = arctan(sTi /Emiss
T ). For the jet pT resolution, we use the approximate result108

spT = 0.10 pT [11]. Our method presumes that most Emiss
T in a QCD event arises from the pT109
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Figure 4: Schematic diagram illustrating the regions used to evaluate the QCD background.
The schematic depicts the loose kinematic signal (SIG) regions, which require Emiss

T > 250 GeV.
The concept is the same for the tight regions.
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Figure 5: Distributions of Dfmin
N in data and MC for events selected with the (a) 1BL, (b) 2BT,

and (c) 3B requirements, except for the requirement on Dfmin
N . The hatched bands show the sta-

tistical uncertainty on the total SM MC prediction. The open histograms show the expectations
for the T1bbbb model with meg = 925 GeV and mLSP = 100 GeV, normalized to the NLO QCD
cross section (see Section 7).
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NQCD
SIG =

NLSB

NLSB�LDP
⇥ (NSIG�LDP � Ntop,MC

SIG�LDP � NEW,MC
SIG�LDP), (1)

NQCD
SB =

NLSB

NLSB�LDP
⇥ (NSB�LDP � Ntop,MC

SB�LDP � NEW,MC
SB�LDP), (2)

where the LSB results are derived from the zero b jet, pre-scaled HT trigger sample. The result152

for NQCD
SB is used in Section 5.3.153

The ratio NLSB/NLSB�LDP is found to depend on the number of primary vertices (PV) in the154

SB=Side Band, LSB=Low Side Band 
LDP=Low Delta Phi, SIG=Signal 
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Figure 2: QCD MC results: (a) Ratio of the number of events that pass the criterion Dfmin > 0.3
to the number that fail, for events selected with the 1BL requirements except for those on Dfmin

N
and Emiss

T . (b) Analogous ratio of events with Dfmin
N > 4.0 to those with Dfmin

N < 4.0. (c) Same
as (b) except for events with zero b jets. The QCD background estimate is based on the relative
flatness of the distributions in (b) and (c) for Emiss

T > 20 GeV, as illustrated schematically by the
dashed lines.
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Figure 3: The ratio N(Dfmin
N � 4.0)/N(Dfmin

N < 4.0) as a function of Emiss
T for the zero b jet

sample, for events selected with the (a) 1BL, (b) 1BT, and (c) 2BT requirements except for those
on Emiss

T and the number of b jets. The histograms show MC predictions for the QCD and total
SM MC background.

4.0)/N(Dfmin
N < 4.0) is approximately independent of Emiss

T , and also of the number of b jets,135

for QCD events. Furthermore, the Emiss
T distribution below 100 GeV is dominated by QCD, es-136

pecially for events with zero b jets (see Fig. 3). We therefore measure N(Dfmin
N � 4.0)/N(Dfmin

N <137

4.0) in a low Emiss
T region of the zero b jet sample, selected with the pre-scaled HT trigger men-138

tioned in Section 4, and assume this equals N(Dfmin
N � 4.0)/N(Dfmin

N < 4.0) for QCD events139

at all Emiss
T values, also for samples with b jets such as our SIG samples. To perform this mea-140

surement we use the low-Emiss
T region defined by 50 < Emiss

T < 100 GeV and Dfmin
N > 4.0. We141

call this region the low sideband (LSB).142

We also define low Dfmin
N (LDP) intervals Dfmin

N < 4.0. We do this not only for the 50 <143

Emiss
T < 100 GeV region, but also for the SIG regions and for a sideband (SB) region defined by144

150 < Emiss
T < 250 GeV. We denote these regions LSB-LDP, SIG-LDP and SB-LDP, respectively.145
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Figure 2: QCD MC results: (a) Ratio of the number of events that pass the criterion Dfmin > 0.3
to the number that fail, for events selected with the 1BL requirements except for those on Dfmin

N
and Emiss

T . (b) Analogous ratio of events with Dfmin
N > 4.0 to those with Dfmin

N < 4.0. (c) Same
as (b) except for events with zero b jets. The QCD background estimate is based on the relative
flatness of the distributions in (b) and (c) for Emiss

T > 20 GeV, as illustrated schematically by the
dashed lines.
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Figure 3: The ratio N(Dfmin
N � 4.0)/N(Dfmin

N < 4.0) as a function of Emiss
T for the zero b jet

sample, for events selected with the (a) 1BL, (b) 1BT, and (c) 2BT requirements except for those
on Emiss

T and the number of b jets. The histograms show MC predictions for the QCD and total
SM MC background.
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5.3 Top and W+jets background (nominal) 9

the nominal fit to define the systematic uncertainty.226

• Acceptance: We recalculate the acceptance after varying the pT and h ranges of the227

`+ and `�. The largest difference with respect the nominal result is added in quadra-228

ture with the statistical uncertainty of the acceptance.229

• Lepton selection efficiency: We recalculate the efficiency after varying the require-230

ments on HT, Emiss
T , Dfmin

N , the number of jets, and the number of b jets. We also use231

alternative signal and background shapes in the fits to extract the Z ! `+`� event232

yields. The maximum variations from each case are added in quadrature with the233

statistical uncertainty from the nominal method.234

• Trigger efficiency: The uncertainty is evaluated as described for the lepton selection235

efficiency.236

• MC closure: The systematic uncertainty is evaluated using the procedure described237

in Section 5.1. We use the SB region to determine this uncertainty.238

An analogous procedure is used to evaluate the number of Z ! nn background events in the239

SB regions (150 < Emiss
T < 250 GeV).240

5.3 Top and W+jets background (nominal)241

For most SIG regions, tt events are expected to be the dominant background (Table 2). Back-242

ground from single-top and W+jets events is expected to be smaller but to have a similar sig-243

nature. Almost all top and W+jets background in our analysis arises either because a W decays244

leptonically to an e or a µ, with the e or µ unidentified, not isolated, or outside the accep-245

tance of the analysis, or because a W decays to a hadronically-decaying t. We find empirically246

from MC study that the shape of the Emiss
T distribution is very similar for all top and W+jets247

background categories that enter the SIG or SB regions, regardless of whether the W decays248

to e, µ, or t, whether a t decays hadronically or leptonically, etc. We also find that this shape249

is well-reproduced by the Emiss
T distribution of a single-lepton (SL) control sample formed by250

inverting the lepton veto, i.e., by requiring that exactly one e or one µ be present using the251

lepton identification criteria of Section 3, in a sample whose selection is otherwise the same as252

the corresponding SIG sample. As an illustration, Fig. 6 shows an MC comparison of the Emiss
T253

distributions in the SIG and SL samples, for events selected with the 1BL, 2BT, and 3B criteria.254

The Emiss
T distributions of events in the SL samples with the 1BL, 2BT, and 3B requirements255

are shown in Fig. 7. The distributions are seen to be overwhelmingly composed of tt events.256

Note that to reduce the potential contribution of NP to the SL samples, we impose an additional257

restriction MT < 100 GeV on the SL samples (only), where MT is the transverse W mass formed258

from the charged lepton and Emiss
T momentum vectors.259

Based on these observations, we implement a template method in which the shape of the Emiss
T260

distribution in an SL sample is used to describe the shape of the Emiss
T distribution in the cor-261

responding SIG sample, for all top and W+jets categories. The template is normalized to the262

number of top plus W+jets events measured in the SB region (150 < Emiss
T < 250 GeV) of SIG263

samples selected without the Emiss
T requirement. Contributions to the SB region from QCD and264

Z ! nn events are taken from the data-based estimates of Sections. 5.1 and 5.2. Small, residual265

contributions from miscellaneous backgrounds such as diboson events are subtracted with MC266

estimates.267

Our estimate of the top and W+jets background in the SIG regions is therefore

Ntop+W
SIG =

NSIG�SL

NSB�SL
⇥ (NSB � NZ!nn

SB � NQCD
SB � Nother,MC

SB ). (3)
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T < 250 GeV) of SIG263

samples selected without the Emiss
T requirement. Contributions to the SB region from QCD and264

Z ! nn events are taken from the data-based estimates of Sections. 5.1 and 5.2. Small, residual265

contributions from miscellaneous backgrounds such as diboson events are subtracted with MC266

estimates.267

Our estimate of the top and W+jets background in the SIG regions is therefore

Ntop+W
SIG =

NSIG�SL

NSB�SL
⇥ (NSB � NZ!nn

SB � NQCD
SB � Nother,MC

SB ). (3)

5.2 Z +jets background 7

Table 3: Systematic uncertainties for the QCD background estimate in the SIG regions, in per-
centage. Because the 1BT QCD background estimate is zero (Section 5.5), we do not present
results for 1BT in this table.

1BL 2BL 2BT 3B
MC subtraction 24 43 44 24
MC closure 44 50 131 51
LSB reweighting 6.9 6.9 7.6 6.9
Total 51 66 138 56

event and thus on the LHC instantaneous luminosity. The PV distributions of the pre-scaled155

and standard data samples agree well with each other for any given run period. However,156

most of the pre-scaled data were collected when the luminosity, and thus the pre-scale factors,157

were relatively small, while most of the data in the standard sample were collected when the158

luminosity was higher. Before evaluating eqs. (1) and (2), we therefore reweight the events in159

the pre-scaled sample to have the same PV distribution as the standard sample.160

Systematic uncertainties are summarized in Table 3. We consider:161

• Use of MC to subtract top and EW contamination from the SIG-LDP and SB-LDP:162

We evaluate MC systematic uncertainties as described in Section 7 and find an over-163

all uncertainty of ±40%, where the largest contributions are associated with the jet164

energy scale and b-tagging efficiency. The subtracted MC values are varied by this165

amount. The difference with respect to the nominal result defines the systematic166

uncertainty.167

• Assumption that Emiss
T and Dfmin

N are uncorrelated: This is evaluated using an MC168

closure test, namely by determining the ability of the method to predict the correct169

yield using simulated samples. We compute (Ntrue � Npred)/Npred, where Npred is170

the predicted number of QCD events in the SIG region, estimated by applying the171

above procedure to MC samples treated as data, and Ntrue is the true number. We172

assign the result added in quadrature with its statistical uncertainty as a symmetric173

systematic uncertainty. Note that the uncertainty associated with the closure test is174

dominated by statistical uncertainties for Ntrue.175

• LSB reweighting: We take ±100% of the shift in the result caused by the PV reweight-176

ing of NLSB/NLSB�LDP as a systematic uncertainty.177

The closure test described above is performed both for the standard MC and for MC that is178

reweighted to account for discrepancies in the jet multiplicity distributions between data and179

MC; we take the larger closure discrepancy as the uncertainty.180

As a check, we varied the definition of the LSB by lowering its lower edge by 10 GeV, which181

alters the number of events in the LSB by more than a factor of two. The observed change in182

the QCD background estimate is negligible.183

5.2 Z +jets background184

Events with a Z boson and one or more b jets present an irreducible background when the Z de-185

cays to two neutrinos. We evaluate this background by reconstructing Z ! `+`� events (` = µ186

or e) and removing the `+ and `�. Fits are performed to determine the Z ! `+`� yields, which187

are then corrected for background and efficiency. The efficiency is e = A · etrig · e2
` reco · e2

` sel,188

where the acceptance A is determined from MC while the trigger etrig, lepton reconstruction189

e` reco, and lepton selection e` sel efficiencies are determined from data. The corrected Z ! `+`�190

8 5 Background evaluation

Table 4: Systematic uncertainties for the Z ! nn background estimate in the SIG regions, in
percentage, determined for Z ! µ+µ� (Z ! e+e�) events.

1BL 1BT 2BL 2BT 3B
Scale factors 20 (17) 20 (17) 61 (49) 61 (49) 105 (144)
Z ! `+`� background 8 (10) 8 (10) 8 (10) 8 (10) 8 (10)
Acceptance 3 (3) 8 (6) 3 (3) 4 (4) 3 (3)
Lepton selection efficiency 4 (5) 4 (5) 4 (5) 4 (5) 4 (5)
Trigger efficiency 5 (5) 5 (5) 5 (5) 5 (5) 5 (5)
MC closure 19 (11) 19 (11) 19 (11) 19 (11) 19 (11)
Total 30 (24) 30 (25) 65 (52) 65 (52) 107 (145)

yields are used to estimate the Z ! nn background through scaling by the ratio of branching191

fractions, BR (Z ! nn)/BR (Z ! µ+µ�) = 5.95 ± 0.02 [19], after accounting for the larger192

acceptance of Z ! nn events.193

The Z ! `+`� yields are small or zero in the SIG regions. To increase these yields, we select194

events with the SIG sample requirements except with a significantly looser b-tagging definition.195

A scale factor derived from a data control sample is then applied to estimate the number of196

Z ! `+`� events in the SIG regions. The control sample is defined with the same loosened197

b-tagging definition, but also by reversing the Dfmin
N requirement, i.e., we require Dfmin

N < 4.0,198

which yields a control sample with a b-jet content similar to Z ! `+`� and Z ! nn events.199

All other selection criteria are the same as for the corresponding SIG sample. The scale factors200

are given by the fraction of events in the control sample that passes the nominal b-tagging201

requirements. The scale factors have values around 0.30, 0.07, and 0.01 for the samples with202

� 1, � 2, and � 3 b-jets, respectively. We verify that the output of the b-tagging algorithm is203

independent of the presence of a Z.204

We validate our method with a data-based consistency test, applying the b-tag extrapolation205

procedure to samples with loosened restrictions on HT and Emiss
T . We find the numbers of206

predicted and observed Z ! `+`� events to be in close agreement.207

As a cross-check, we evaluate the Z ! nn background using a second approach, in which208

Z ! `+`� events are selected with the nominal b-tagging requirements but with loosened209

restrictions on HT and Emiss
T . MC-derived factors are used to scale the observed yields to those210

expected for the full selection. The results from this independent check are consistent with211

those found with the nominal method.212

Systematic uncertainties are summarized in Table 4. We consider:213

• Scale factors: We loosen and tighten the b-tagging criterion of the control sample214

and take half the resulting total difference as an uncertainty. The size of the control215

sample changes by about ±30% in these variations. We use Dfmin
N > 4.0 rather than216

Dfmin
N < 4.0 to define the control sample and calculate the difference with respect217

to the nominal results. Finally, we evaluate the percentage difference between the218

number of predicted and observed events found with the data-based consistency test219

described above. The three terms are added in quadrature to define the systematic220

uncertainty.221

• Non-resonant `+`� background to Z ! `+`�: Using the 1BL selection, we com-222

pare the fraction of fitted events in the Z ! `+`� peak with that found using either223

a loosened HT or a loosened Emiss
T restriction. The RMS values from the three re-224

sults are added in quadrature with the corresponding statistical uncertainty from225
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Table 3: Systematic uncertainties for the QCD background estimate in the SIG regions, in per-
centage. Because the 1BT QCD background estimate is zero (Section 5.5), we do not present
results for 1BT in this table.
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MC subtraction 24 43 44 24
MC closure 44 50 131 51
LSB reweighting 6.9 6.9 7.6 6.9
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event and thus on the LHC instantaneous luminosity. The PV distributions of the pre-scaled155

and standard data samples agree well with each other for any given run period. However,156

most of the pre-scaled data were collected when the luminosity, and thus the pre-scale factors,157

were relatively small, while most of the data in the standard sample were collected when the158

luminosity was higher. Before evaluating eqs. (1) and (2), we therefore reweight the events in159

the pre-scaled sample to have the same PV distribution as the standard sample.160

Systematic uncertainties are summarized in Table 3. We consider:161

• Use of MC to subtract top and EW contamination from the SIG-LDP and SB-LDP:162

We evaluate MC systematic uncertainties as described in Section 7 and find an over-163

all uncertainty of ±40%, where the largest contributions are associated with the jet164

energy scale and b-tagging efficiency. The subtracted MC values are varied by this165

amount. The difference with respect to the nominal result defines the systematic166

uncertainty.167

• Assumption that Emiss
T and Dfmin

N are uncorrelated: This is evaluated using an MC168

closure test, namely by determining the ability of the method to predict the correct169

yield using simulated samples. We compute (Ntrue � Npred)/Npred, where Npred is170

the predicted number of QCD events in the SIG region, estimated by applying the171

above procedure to MC samples treated as data, and Ntrue is the true number. We172

assign the result added in quadrature with its statistical uncertainty as a symmetric173

systematic uncertainty. Note that the uncertainty associated with the closure test is174

dominated by statistical uncertainties for Ntrue.175

• LSB reweighting: We take ±100% of the shift in the result caused by the PV reweight-176

ing of NLSB/NLSB�LDP as a systematic uncertainty.177

The closure test described above is performed both for the standard MC and for MC that is178

reweighted to account for discrepancies in the jet multiplicity distributions between data and179

MC; we take the larger closure discrepancy as the uncertainty.180

As a check, we varied the definition of the LSB by lowering its lower edge by 10 GeV, which181

alters the number of events in the LSB by more than a factor of two. The observed change in182

the QCD background estimate is negligible.183

5.2 Z +jets background184

Events with a Z boson and one or more b jets present an irreducible background when the Z de-185

cays to two neutrinos. We evaluate this background by reconstructing Z ! `+`� events (` = µ186

or e) and removing the `+ and `�. Fits are performed to determine the Z ! `+`� yields, which187

are then corrected for background and efficiency. The efficiency is e = A · etrig · e2
` reco · e2

` sel,188

where the acceptance A is determined from MC while the trigger etrig, lepton reconstruction189

e` reco, and lepton selection e` sel efficiencies are determined from data. The corrected Z ! `+`�190

Zàµµ-to-νν replacement 
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Figure 6: Normalized distributions of Emiss
T in MC events selected with the (a) 1BL, (b) 2BT, and

(c) 3B requirements, except for the requirement on Emiss
T . The square (triangle) symbols show

the results for the signal SIG (single-lepton SL control) sample. The requirement MT < 100 GeV
is imposed on the SL events. The small plots below the main figures show the ratio of the SIG
to SL curves. The event samples include tt, W+jet, and single-top events.
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Figure 7: Distributions of Emiss
T for the SL control sample for events selected with the (a) 1BL,

(b) 2BT, and (c) 3B requirements, except for the requirement on Emiss
T . The hatched bands show

the statistical uncertainty on the total SM MC prediction.

Table 5: Systematic uncertainties for the nominal top and W+jets background estimate in the
SIG regions, in percentage.

1BL 1BT 2BL 2BT 3B
MC closure 4.2 14 5.4 4.5 2.8
Subtraction of QCD 12 17 8.2 17 7.6
Subtraction of Z ! nn 2.6 2.9 3.4 3.8 8.7
MC subtraction 0.6 0.5 0.2 0.3 0.1
Total 13 22 10 18 12
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Table 4: Systematic uncertainties for the Z ! nn background estimate in the SIG regions, in
percentage, determined for Z ! µ+µ� (Z ! e+e�) events.

1BL 1BT 2BL 2BT 3B
Scale factors 20 (17) 20 (17) 61 (49) 61 (49) 105 (144)
Z ! `+`� background 8 (10) 8 (10) 8 (10) 8 (10) 8 (10)
Acceptance 3 (3) 8 (6) 3 (3) 4 (4) 3 (3)
Lepton selection efficiency 4 (5) 4 (5) 4 (5) 4 (5) 4 (5)
Trigger efficiency 5 (5) 5 (5) 5 (5) 5 (5) 5 (5)
MC closure 19 (11) 19 (11) 19 (11) 19 (11) 19 (11)
Total 30 (24) 30 (25) 65 (52) 65 (52) 107 (145)

yields are used to estimate the Z ! nn background through scaling by the ratio of branching191

fractions, BR (Z ! nn)/BR (Z ! µ+µ�) = 5.95 ± 0.02 [19], after accounting for the larger192

acceptance of Z ! nn events.193

The Z ! `+`� yields are small or zero in the SIG regions. To increase these yields, we select194

events with the SIG sample requirements except with a significantly looser b-tagging definition.195

A scale factor derived from a data control sample is then applied to estimate the number of196

Z ! `+`� events in the SIG regions. The control sample is defined with the same loosened197

b-tagging definition, but also by reversing the Dfmin
N requirement, i.e., we require Dfmin

N < 4.0,198

which yields a control sample with a b-jet content similar to Z ! `+`� and Z ! nn events.199

All other selection criteria are the same as for the corresponding SIG sample. The scale factors200

are given by the fraction of events in the control sample that passes the nominal b-tagging201

requirements. The scale factors have values around 0.30, 0.07, and 0.01 for the samples with202

� 1, � 2, and � 3 b-jets, respectively. We verify that the output of the b-tagging algorithm is203

independent of the presence of a Z.204

We validate our method with a data-based consistency test, applying the b-tag extrapolation205

procedure to samples with loosened restrictions on HT and Emiss
T . We find the numbers of206

predicted and observed Z ! `+`� events to be in close agreement.207

As a cross-check, we evaluate the Z ! nn background using a second approach, in which208

Z ! `+`� events are selected with the nominal b-tagging requirements but with loosened209

restrictions on HT and Emiss
T . MC-derived factors are used to scale the observed yields to those210

expected for the full selection. The results from this independent check are consistent with211

those found with the nominal method.212

Systematic uncertainties are summarized in Table 4. We consider:213

• Scale factors: We loosen and tighten the b-tagging criterion of the control sample214

and take half the resulting total difference as an uncertainty. The size of the control215

sample changes by about ±30% in these variations. We use Dfmin
N > 4.0 rather than216

Dfmin
N < 4.0 to define the control sample and calculate the difference with respect217

to the nominal results. Finally, we evaluate the percentage difference between the218

number of predicted and observed events found with the data-based consistency test219

described above. The three terms are added in quadrature to define the systematic220

uncertainty.221

• Non-resonant `+`� background to Z ! `+`�: Using the 1BL selection, we com-222

pare the fraction of fitted events in the Z ! `+`� peak with that found using either223

a loosened HT or a loosened Emiss
T restriction. The RMS values from the three re-224

sults are added in quadrature with the corresponding statistical uncertainty from225
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T -reweighting) 11

Systematic uncertainties are summarized in Table 5. We consider:268

• MC closure: The systematic uncertainty is evaluated as described in Section 5.1.269

We evaluate the closure separately for the nominal combined top and W+jets MC270

sample, with the W+jets cross section increased by 38% and the single-top cross271

section by 100%, and with the W+jets cross section reduced by 38% and the single-272

top cross section by 100%. We take the largest closure discrepancy as the uncertainty.273

• Subtraction of the data-based QCD and Z ! nn background estimates: The data-274

based backgrounds in the SB are varied by their total uncertainties. The fractional275

change in the top and W+jets prediction is taken as the systematic uncertainty.276

• Subtraction of miscellaneous backgrounds: The MC-based background estimates in277

the SB are varied by their uncertainties, which we assume to be ±100% for these278

small terms.279

5.4 Top and W+jets background (Emiss

T -reweighting)280

We perform a second, independent evaluation of the top and W+jets background, which we281

refer to as the Emiss
T -reweighting method. The Emiss

T distribution is determined separately for282

each of the three principal top and W+jets background categories:283

1. top or W+jets events in which exactly one W decays into an e or µ, or into a t that decays284

into an e or µ, while the other W (if any) decays hadronically;285

2. top or W+jets events in which exactly one W decays into a hadronically-decaying t, while286

the other W (if any) decays hadronically;287

3. tt events in which both W bosons decay into an e, µ or t, with the t decaying either288

leptonically or hadronically.289

For the 1BL selection, these three categories represent, respectively, approximately 44%, 49%,290

and 7% of the total expected background from top and W+jets events.291

5.4.1 Single e or µ events: category 1292

Category 1 top and W+jets background is evaluated with the single-lepton (SL) data control293

sample introduced in Section 5.3. To relate event yields in the SL and SIG samples, we use294

constraints derived from knowledge of the W boson polarization. The polarization of the W295

governs the angular distribution of leptons in the W rest frame. Because forward-going leptons296

are boosted to higher momentum, and backward-going leptons to lower momentum, the W297

polarization is directly related to the lepton momentum spectrum in the laboratory frame. W298

polarization is predicted to high precision in the SM, with calculations carried out to NNLO for299

tt events [20] and to NLO for W+jets events [21]. The results of these calculations are consistent300

with measurements [22–24].301

To construct a distribution sensitive to the W polarization in W! `n (` = e, µ) events (we302

include W! tn ! `nnn events in this category), we calculate the angle DqT between the303

direction of the W in the laboratory frame and the direction of the e or µ in the W rest frame, all304

defined in the transverse plane. The pT of the W is given by the sum of the Emiss
T and charged305

lepton pT vectors. When DqT is small, the charged lepton is produced along the pT direction of306

the W, typically resulting in a high pT charged lepton and a low pT neutrino (and therefore low307

Emiss
T ) in the laboratory frame. Such events usually appear in the SL sample. Conversely, when308

DqT is large, the charged lepton (neutrino) has lower (higher) pT, typically leading to larger309

1.  top or W+jets events in which exactly one W decays into an e or μ, or into a τ that decays 
into an e or μ, while the other W (if any) decays hadronically; �

2.  top or W+jets events in which exactly one W decays into a hadronically-decaying τ, while 
the other W (if any) decays hadronically; �

3.  tt events in which both W bosons decay into an e, μ or τ, with the τ decaying either 
leptonically or hadronically. �
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☞ Several energy corrections will be applied before the 
computation of HT and MHT. �

3.1 Estimate of Real-Tau Background 5
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Figure 2: Left: pt,gen
T dependence of the tau response. Right: dependence of the response on the

number of reconstructed vertices for 10 < pt,gen
T < 15 GeV. Obtained on simulated W plus jets

events and normalized to its area.

correction to the isolation efficiency eiso
µ is parameterized in DRnextjet to the next jet117

and prel
T =

pµ
T

pnextjet
T

.118

• Muons produced in tau decays: Around 17% of the taus decay into a muon and two119

neutrinos. The probability of a muon not being from a tau decay pW
µ and thus the120

correction factor depends on its pT. It will also depend on the HT/ requirement of the121

event, because in this decay two additional neutrinos, hence, HT/ are produced (see122

figure 3, left). The probability is derived from W plus jets simulation with at least123

250 GeV of HT/ .124

• Tau reconstruction efficiency: Not all of the hadronically decaying taus can be125

identified as such. The reconstruction efficiency of the taus are parameterized as126

a function of the number of additional particles in the isolation cone with a size of127

Rcone = 0.5 in bins of the tau pT (see figure 3 (right)).128

• Tau hadronic branching fraction: Only 64.8% of the produced taus decay hadron-129

ically. As the muons mimic the originally produced taus, the selected events are130

scaled by this factor f b f (hadr)
t .131

Except for the tau hadronic branching fraction, the value of the correction factors differs in each
event. They are combined to an overall weight applied to each event:

f corr
event =

pW
µ ⇥ eID

t ⇥ f b f (hadr)
t

ereco
µ ⇥ eiso

µ
(3)

Figure 4 show the HT and HT/ distributions from simulated events of W-bosons and associ-132

ated production of jets, which are of regularly selected and have in addition the reconstructed133

tau matched to a generated tau on simulation level. They are compared to the events with a134

smeared muon, weighted by f corr
event. The predicted HT and HT/ distribution via the muon sample135

describes the selected tau sample within the statistical uncertainties.136

•  Muon reconstruction efficiency �
•  Muon isolation efficiency  �
•  Muons produced in tau decays�
•  Tau reconstruction efficiency �
•  Tau hadronic branching fraction �

Background Estimate for Single Tau Analysis � Estimate of Fake-Tau Background �

6 3 Background Estimate

 [GeV]µ
TP

0 50 100 150 200 250 300 350 400

W µp

0.0

0.2

0.4

0.6

0.8

1.0

No Selection

MHT>50 GeV
MHT>100 GeV
MHT>150 GeV
MHT>200 GeV
MHT>250 GeV

CMS Simulation

C + NGN

0 5 10 15 20

re
co

τ∈

-210

-110

1

>300 GeVTCMS Simulation, H

<20 GeVτ
TP

>40 GeVτ
T20>P
>60 GeVτ

T40>P
>80 GeVτ

T60>P
>100 GeVτ

T80>P
>100 GeVτ

TP

Figure 3: Left: Probability of a muon being not produced in a tau decay for W-boson plus jets
events, depending on the HT/ requirement on the event. Right: Tau reconstruction efficiency
depending on the number of additional particles in the isolation cone in bins of the transverse
momentum of the t candidate, as taken from W plus jets simulation.

The second most important contribution to single-muon events is tt̄, where in one branch the W137

decays into a well identified muon, but the other branch decays hadronically, into an (uniden-138

tified) tau, or a light lepton which is lost. In addition, muons coming from b-quark-decays139

can also be isolated and contribute to the muon selection. Standard Model processes contain-140

ing a Z-boson or two W-bosons can also contain one muon, if the second muon is lost. The141

event yield of the accounting processes as predicted from simulation as well as the number of142

simulated events used are summarized in table 3 for the Base-Line and in table 4 for the Full143

selection.144

For the Base-Line selection the real tau estimate on simulated events is in good agreement with145

the number of selected events.146

For the Full selection the agreement is similar, however, the statistical uncertainties are larger.147

The tt̄ contribution is overestimated by 100%, and although this effect is statistically not very148

significant and the tt̄ fraction is small we assign an uncertainty for this.149

3.2 Estimate of Fake-Tau Background150

To estimate the background induced by mis-identified jets, the average fake rate per jet is ap-151

plied on all jets in a control sample, for which a tau candidate with pT > 15 GeV and |h| < 2.1152

is found within DR < 0.1. The control sample is defined as events passing the corresponding153

selections except the tau requirement. Instead, a tau veto is applied. The fake rate, depending154

on h and pT of the jets, is obtained on an event sample with HT > 350 GeV and 40 < HT/ < 60155

GeV to enrich the fraction of QCD events (⇠ 99%). This sample is triggered with a prescaled156

HT trigger. The measured fake rates are shown in 5, in comparison to simulated fake rates.157

The fake rates fi of jet i are used as individual events weights in the following form:

f corr
event = 1 � ’

i
(1 � fi), (4)

where fi = fi(pi
T, hi) is the fake rate depending on the jet pT and h, (1 � fi) the probability of158
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applying a requirement on the difference in the azimuth f between the
�!
H/T and the next-to-89

leading jet, |Df(j2, H/T)| > 0.5. Instrumental effects, particles from non-collision sources and90

reconstruction failures can lead to events with large H/T. Such events are rejected. The event91

sample in this search is collected by triggering on H/T measured online. The triggers are ⇠ 98%92

efficient for the offline selection of H/T � 250 GeV. Tau candidates are required to satisfy the93

kinematical selections pT > 15 GeV and |h| < 2.1. Events are required to have � 2 ths passing94

the kinematical selections and HPS tau tagging criteria outlined in Sec. 3. Finally, events are95

required to have at least one thth pair that is well separated in h–f space, DR(th,i, th,j) > 0.3.96

5 Backgrounds97

The major SM backgrounds are tt and W and Z production with associated jets where the jets98

are misidentified as th. Both tt and W+jets events can have real taus and large Emiss
T from99

W boson decays as well as jets that can be misidentified as th. Z(! tt̄) + jets becomes a100

background either when both taus from the decay of the Z boson pass the tau identification101

criteria, provide large H/T from their decays to neutrinos, and two additional jets pass the jet102

criteria or when one tau from the decay of the Z boson passes the tau identification criteria103

and an additional jet is misidentified as a tau. Neutrinos from the Z boson decay gives rise to104

large Emiss
T in Z(! nn̄) + jets and so these type of events become a background when two jets105

are misidentified as th. However, the low multiplicity of jets means the probability to obtain106

two tau-like jets and two additional high pT jets is low. Its contribution is highly dependent on107

the jet! th misidentification rate. QCD multijet events can become a background when two108

jets are misidentified as th and a badly mismeasured jet gives rise to large Emiss
T . However, the109

contribution from QCD events is expected to be very small.110

Collision data was compared to samples of simulated events. QCD di-jet, Drell-Yan, and SUSY111

samples are generated with PYTHIA [13], while the Madgraph [14] package has been used to112

model multi-jet processes such as W + jets, Z(! nn) + jets, and tt. The tau decays have been113

performed with TAUOLA [15]. The Monte Carlo generated events have been processed with a114

detailed simulation of the CMS apparatus using the GEANT4 package [16]. The MC yields are115

normalized to integrated luminosity using next-to-leading order (NLO) cross sections. At the116

LHC luminosity, the mean number of interactions in a single beam crossing that is used for this117

analysis, is approximately 8. In MC events, multiple interactions are superimposed on the hard118

collision, and the MC event is reweighted such that the distribution of reconstructed primary119

vertices matches that in data.120

We estimate the SM background contributions to the signal region (SR) based on observed121

events in control samples. The events in each control region (CR) are selected with most of the122

selections similar to those used in the main search but is further enriched with events from the123

background process in question. We measure correction factors and/or selection efficiencies124

in those CRs and use these values to extrapolate to the region where we expect to observe our125

signal. A novel approach is to use the observed jet multiplicity in each CR along with measured126

jet ! th misidentification rate to calculate the yield in the SR. We use the following equation to127

estimate each background contribution:128

NSR
Background = NCR

Background[attP(0) + at jP(1) + ajjP(2)] (1)

where NSR
Background is the predicted rate in the SR, NCR

Background is the observed number of events in129

the CR and axy is the correction factor for acceptance and efficiency for events in the CR with130
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As described in section 5, the jet! th misidentification rate f and jet multiplicities P(N) are173

measured/determined directly from the tt control sample. The probability for a jet in tt̄ to be174

misidentified as a th has a measured value of f = 0.022 ± 0.004. The b-tagging efficiency #b as175

measured in [17] is used to determine the probability to tag � 2 b-jets, P(2 b-jets) = 0.468 ± 0.02.176

Cross-checks are made to validate the use of the b-tagging efficiency as measured in [17] for177

this analysis. The estimated tt contribution in the signal region, NSignal
tt is measured to be178

2.03 ± 0.36.179

5.2 Z(! nn̄) + Jets Estimation180

A control sample with a high purity of Z(! nn̄) + jets events is difficult to obtain without181

significant modifications to the signal selection. Thus the contribution of Z(! nn̄) + jets to the182

signal sample is determined by selecting a sample of Z(! µµ) + jets events and treating the183

muons as neutrinos in order to properly model the large H/T values associated with Z(! nn̄)184

+ jets events. The sample is collected using a µt trigger. To select the control sample, jet185

and Emiss
T selection criteria similar to those used to select the signal sample are used with the186

addition of requiring the presence of two clean muons in the event. The control sample of187

Z(! µµ) + jets events has a purity of ⇠ 99%. The Z(! nn̄) + jets background is estimated188

by interpreting the pT of the pair of muons as H/T. In order to predict the Z(! nn̄) + jets rate189

in the search regions, the Z(! µµ) + jets sample is corrected for the ratio of branching ratios190

R(Z ! nn̄/Z ! µµ) = 5.95 and geometric acceptance Aµ measured from simulation and191

reconstruction efficiency #µ measured from data. Since there is no prompt production of real192

taus in the Z(! µµ) + jets sample, at j = 0 and att = 0. Additionally, ajj in equation 1 is given193

by 1
A2

µ#2
µ

B(Z!nn)
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#
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#
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#H/T. The Z(! nn̄) + jets contribution to the signal region is then calculated194

as follows:195

NSignal
Z!nn+jets =

NCR
Z!µµ+jets

A2
µ#2

µ

B(Z ! nn)
B(Z ! µµ)

#
Trigger
H/T

#
Trigger
µt

#H/T
•

Â
N=2

P(N)
N

Â
n=2

C(N, n) f n(1 � f )N�n (4)

#
Trigger
H/T

is the H/T trigger efficiency at the plateau, and #
Trigger
µt the µt cross-trigger efficiency. The196

efficiency for the H/T > 250 GeV signal selection is determined by calculating the fraction of197

the observed events in the CR which have H/T > 250 GeV. The muon identification efficiency198

#µ is measured using standard tag-and-probe methods and has a value of 86.78 ± 0.14 % per199

muon [18]. As described in section 5, the jet! th misidentification rate f and jet multiplicities200

P(N) are measured/determined directly from the Z(! µµ) + jets control sample. The prob-201

ability for a jet to be misidentified as a th has a measured value of f = 0.0164 ± 0.00193. The202

probability for an event to pass the H/T > 250 requirement, #H/T, has a measured value of 0.81 ±203

0.33%. Therefore, the estimated Z(! nn̄) + jets contribution to the signal region, NSignal
Z!nn̄+jets is204

measured to be 0.03 ± 0.02.205
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measured to be 0.03 ± 0.02.205
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5.3 Z ! tt̄ + Jets Estimation206

The contribution from Z ! tt̄ events is determined by using the same sample of Z(! µµ)207

+ jets events used to estimate Z(! nn) + jets, but by treating the muons as taus. The Z(!208

µµ) + jets sample is corrected for the ratio of branching ratios and geometric acceptance Aµ209

measured from simulation and reconstruction efficiency #µ measured from data. The factors210

axy are more complicated for the estimation of Z ! tt̄ since there are several ways in which211

Z ! tt̄ can contribute to the signal region: (1) both taus pass the kinematic acceptance and212

identification criteria; (2) both taus pass the kinematic acceptance criteria, but only one passes213

the identification criteria; (3) one tau fails the kinematic acceptance criteria, while the other tau214

passes both the kinematic acceptance and identification criteria; (4) both taus fail the kinematic215

acceptance criteria. Therefore, the Z(! tt) + jets contribution to the signal region is calculated216

as follows:217
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where, R = B(Z!tt)B(t!th)
B(Z!µµ)

#
Trig
H/T

#
Trig
µt

, At the tau acceptance efficiency, and #t the tau identification218

efficiency. The tau isolation efficiency has a measured value of #t = 0.55 ± 0.04 [19] while the219

probability for a jet to be misidentified as a tau has a measured value of f = 0.0164 ± 0.00193.220

The fraction of events passing the H/T > 250 GeV requirement, #H/T, is 0.27 ± 0.19%. Therefore,221

the estimated Z (! tt) + jets contribution to the signal region, NSignal
Z!tt is measured to be 0.21 ±222

0.13.223

5.4 W + Jets Estimation224

To select the W + jets control sample, we remove the tau isolation criteria which discrimi-225

nates taus from other jets. However, the lack of the tau isolation requirement also increases226

the contribution from other backgrounds as most of the backgrounds arise due to jets faking227

taus. To minimize the contribution from tt, events are required to have zero jets tagged as b-228

jets. Although this selection minimizes the contamination from tt to ⇠ 5%, the contributions229

from other backgrounds are not negligible. The control sample has a purity of ⇠ 65%. There230

are no additional requirements that can be imposed to reduce the contamination from other231

backgrounds and allow for the determination of unbiased efficiencies. The non-negligible con-232

tributions of QCD, tt, and Z(! nn̄) + jets processes have to be subtracted in order to determine233

the actual number of W + jets events in the control region. The predicted rates for QCD, tt and234

Z(! nn̄) + jets are determined by extrapolating from their corresponding control regions. The235

fraction of W + jets events from the resulting control sample with th+jet and jet+jet are denoted236

as At j and Ajj respectively. Since there is no prompt production of real ditaus for W + jets,237

att = 0. According to MC, the fraction of events in the tt control sample which contain one real238
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tau is At j = 0.149 ± 0.016, while the fraction of events without a real tau is Ajj = 0.851 ± 0.038.239

Therefore, at j in equation 1 is given by At j
#t iso

P(0 b-jets) where #t iso is the probability for a th to240

pass the HPS isolation requirement, while ajj is given by Ajj

P(0 b-jets) . The probability for a W +241

jets event to have exactly zero light quark or gluon jets be misidentified as b-jets is denoted as242

P(0 b-jets). The contribution of W + jets events to the signal region is then calculated as:243

NSignal
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The jet! th misidentification rate is measured to be 0.019 ± 0.001. The jet! b misidentifica-244

tion rate, fb = 0.028 [17], is used to calculate the probability P(0 b � jets) = 0.83 ± 0.08. The245

estimated W + jets contribution to the signal region, NSignal
W+jets is measured to be 5.20 ± 0.63.246

5.5 QCD Estimation247

QCD contributes to the signal region when mismeasurements in the jet energies leads to large248

values of H/T, and when jets are misidentified as ths. By removing the th isolation criteria249

and inverting the |Df(j2, H/T)| requirement, a high purity QCD enriched sample is obtained.250

Correction factors can be obtained from this control region and then used to determine the QCD251

contribution to the signal region. A data-to-MC scale factor of SFQCD = Ncontrol
Data

Ncontrol
Simulation

= 0.74 ± 0.02252

is obtained after applying the selection criteria and this is used to correct the signal prediction253

for QCD in simulation:254

NSignal
QCD�Data = SFQCD · NSignal

QCD�MC (7)

The estimated QCD contribution to the signal region, NSignal
QCD�Data is measured to be 0.02 ± 0.02255

events.256

6 Systematic Uncertainties257

The dominant source of systematic uncertainties on the background predictions are due to un-258

certanties in the correction factors axy and the measured jet! th misidentification rates. The259

contributions to the uncertainties in the correction factors are different for each background in260

question. However, in general, the dominant effects are due to the uncertainty in th identifi-261

cation efficiency and the uncertainty in the acceptance Axy. The systematic uncertainty for th262

identification (6.8%) is obtained using a Z ! tt enhanced region and fixing the cross section263

to that measured using ee/µµ. This is validated by obtaining a Z ! tt enhanced control sam-264

ple with most of the selections similar to the search region and showing consistency between265

simulation and data to the level of 6.8%. Additionally, further validation of the performance of266

th identification in a SUSY-like environment is carried out by utilizing a W! tn ! thn’s + jets267

control sample with large hadronic activity (HT) and large transverse momentum imbalance268

(H/T). The level of agreement between the predicted rate for W! tn ! thn and the observed269
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(a) (b)

(c) (d)

Figure 2: Display of event 72165290. (a) r � z view, (b) r � f view, (c) Lego view, (d) 3D view.
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with e• = 0.58 (0.66), e20 = 0.22 (0.47), s = 12 GeV (26 GeV) for electrons (muons).87

The parametrization of the simulated b-tagging efficiency, also shown in Fig. 2, is e = 0.65 for88

90 < pT < 170 GeV; at higher (lower) pT it decreases linearly with a slope of 0.0007 (0.0038)89

GeV�1.90

7 Models of new physics91

We use the search results to constrain specific models of new physics. For each model consid-92

ered, we base our limits on the signal region which is expected to give the most stringent limit93

on the cross section at a given point in model parameter space. As described in Ref. [2], the94

event selection efficiency for a given model is obtained from Monte Carlo simulation, and the95

limits are calculated including systematic uncertainties on lepton efficiency (5% per lepton),96

trigger efficiency (3%), luminosity (4.5%), jet energy scale and b-tag uncertainty. The latter two97

uncertainties are evaluated at each point in parameter space.98

7.1 Same sign top production99

In Ref. [2] we used the results of SR2 to set limits on the cross-section for same-sign top quark100

production s(pp ! tt) and on the parameter space of two models that naturally give rise101

to this final state [13, 14]. (Note that SR2 requires two positive leptons, thus it is sensitive to102

pp ! tt but not pp ! t̄t̄; the latter process would be suppressed because of the proton parton103

distribution functions).104

The model of Ref. [13] was proposed to explain the forward-backward tt asymmetry observed105

at the Tevatron [15–17]. Our results from Ref. [2] have excluded this model by a considerable106

margin. Thus, here we simply set a limit on s(pp ! tt).107

The limit is calculated using pp ! tt as an acceptance model. The acceptance, including108

branching fractions, is 0.18 ± 0.02%. The expected upper limit is 0.82 pb at 95% CL; the ob-109

served limit of 0.39 pb is better than the expected due to the lack of positive dilepton pairs110

discussed in Section 4. The limit on s(pp ! tt + t̄t̄), calculated from SR1, is 1.51 pb at 95% CL;111

the corresponding expected limit is 1.32 pb.112

7.2 Models with four top quarks and two LSPs from gluino pair production and113

decay via real or virtual top squarks114
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Figure 3: Diagrams for models A1 (left) and A2 (right).

2 5 Efficiencies and associated uncertainties

Table 2: A summary of the results of this search for the combination of the three participating
groups. For each signal region (SR), we show its most distinguishing kinematic requirements,
the prediction for the three background (BG) components as well as the total, and the observe
number of events. Note that the count of the number of jets on the first line of the table includes
both tagged and untagged jets.

SR0 SR1 SR2 SR3 SR4 SR5 SR6 SR7 SR8
No. of jets � 2 � 2 � 2 � 2 � 2 � 2 � 2 � 3 � 2
No. of btags � 2 � 2 � 2 � 2 � 2 � 2 � 2 � 3 � 2
Lepton charges ++ / � � ++ / � � ++ ++ / � � ++ / � � ++ / � � ++ / � � ++ / � � ++ / � �
Emiss

T > 0 GeV > 30 GeV > 30 GeV > 120 GeV > 50 GeV > 50 GeV > 120 GeV > 50 GeV > 0 GeV
HT > 80 GeV > 80 GeV > 80 GeV > 200 GeV > 200 GeV > 320 GeV > 320 GeV > 200 GeV > 320 GeV
Charge-flip BG 1.32 ± 0.28 1.04 ± 0.22 0.52 ± 0.11 0.05 ± 0.01 0.35 ± 0.08 0.11 ± 0.03 0.02 ± 0.01 0.01 ± 0.01 0.18 ± 0.05
Fake BG 5.89 ± 3.78 4.46 ± 2.68 1.86 ± 1.12 0.33 ± 0.36 2.46 ± 2.16 0.77 ± 0.82 0.20 ± 0.33 0.08 ± 0.52 1.36 ± 1.12
Rare SM BG 4.92 ± 2.57 4.44 ± 2.32 2.95 ± 1.59 1.01 ± 0.62 2.95 ± 1.56 1.77 ± 1.03 0.71 ± 0.51 0.24 ± 0.40 2.24 ± 1.27
Total BG 12.13 ± 4.58 9.94 ± 3.55 5.33 ± 1.95 1.39 ± 0.72 5.76 ± 2.67 2.64 ± 1.32 0.93 ± 0.61 0.33 ± 0.66 3.78 ± 1.69
Event yield 13 11 0 1 4 2 1 1 4
NUL (13% unc.) 11.4 10.0 5.1 4.1 6.6 5.1 3.8 3.4 6.2
NUL (20% unc.) 11.7 10.4 5.3 4.2 6.7 5.2 3.9 3.6 6.4
NUL (30% unc.) 12.5 11.1 5.6 4.4 7.0 5.4 4.1 3.8 6.8

• “charge flips”, i.e. events with opposite sign isolated leptons where one of the lep-35

tons is an electron and its charge is misreconstructed due to severe brehmstralung36

in the tracker material;37

• rare SM processes that yield same-sign high PT leptons and b-jets, mostly pp ! tt̄W38

and pp ! tt̄Z.39

These backgrounds are estimated using the techniques described in Ref. [2]. The systematic40

uncertainties are 20% for charge-flips, and 50% for both fakes and rare SM. The pp ! tt̄W and41

pp ! tt̄Z cross-sections used to normalize the Monte Carlo predictions are 232 fb [5] and 20842

fb [6, 7] respectively.43

4 Event yields44

The results of the search are summarized in Table 2 and Fig. 1. The event yields are generally45

consistent with the background predictions.46

However, 12 out of the 13 events in SR0 and all 11 events in SR1 have negative leptons. (The47

events in SR1 are a subset of the events in SR0). The expectation is that of order 55% of the48

selected SM events should have positive leptons (the tt̄W background results preferentially49

in positive lepton pairs). We have investigated this charge asymmetry by removing the btag50

requirements, by relaxing the lepton identification criteria, by lowering the jet PT requirements51

from 40 to 20 GeV, and by changing to a different btagging algorithm. The additional events52

that are selected show no charge asymmetry. In addition, we do not find a charge asymmetry53

in any of our Monte Carlo samples. Thus, we conclude that the observed charge asymmetry is54

most likely due to a statistical fluctuation.55

In Table 2 we also show the 95% confidence level observed upper limit (NUL) on the number56

of non-SM events calculated using the CLs method [8, 9] under three different assumptions for57

the signal efficiency uncertainty. This uncertainty is discussed in Section 5.58

5 Efficiencies and associated uncertainties59

Events are collected with dilepton triggers, with one lepton of PT > 17 GeV and the second60

lepton of PT > 8 GeV. The trigger efficiency is measured to be 95 ± 3% for ee events, 92 ±61
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Figure 1: Top plot: distribution of Emiss
T vs. HT for the 13 events in the baseline region (SR0).

Note that the � 2 jets requirement in SR0 implies HT > 80 GeV. Bottom left plot: projection of
the scatter plot on the HT axis. Bottom right plot: projection of the scatter plot on the Emiss

T axis.
For the one-dimensional distributions, the number of events in each bin is scaled appropriately
to reflect units of events per 10 GeV and is compared with the background (BG) predictions,
with their uncertainties.

4 6 Information for model testing

3% for eµ events, and 88 ± 3% for µµ events from studies of events collected with hadronic62

triggers.63

The lepton selection efficiencies, determined using a sample of simulated events from a typical64

SUSY scenario (the LM9 point of Ref. [10]), are displayed in Fig. 2. As discussed in Ref. [2],65

we assign an uncertainty of 5% per lepton. This is because the isolation efficiency is tested on66

leptons from Z-decays, but leptons from SUSY events have a significantly lower efficiency.67
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Figure 2: Lepton selection efficiency as a function of PT (left); b-jet tagging efficiency as a
function of the b quark PT (right).

The b-tagging efficiency on simulated data is also shown in Fig. 2 for b quarks of |h| < 2.4 and68

pT > 40 GeV. The uncertainty on this efficiency is a function of b-jet PT; it is 4.4% at PT = 4069

GeV, 2.7% at PT = 100 GeV, and 10% at PT = 500 GeV.70

The uncertainty on the energy scale of jets in this analysis is also a function of PT [11]. It varies71

between 5% and 2% in the PT range 40-100 GeV for jets of |h| < 2.5.72

The importance of these effects depends on the signal region and the model of new physics.73

In general, models with high hadronic activity and high Emiss
T are less affected by the JES74

uncertainty.75

The total uncertainty on the acceptance for the models described in Section7 is in the 13-20%76

range. Finally, there is a 4.5% uncertainty on the yield of events from any new physics model77

due to the uncertainty in the luminosity normalization [12].78

6 Information for model testing79

Our results can be used to confront models of new physics in an approximate way by generator-80

level studies that compare the expected number of events with the upper limits from Table 2.81

The “receipe” to be used is given in Ref. [2], and will not be repeated here. The Emiss
T and HT82

turn on curves in this analysis are consistent with those of Ref. [2]. On the other hand the lepton83

and btag efficiency curves of Fig. 2 are slightly different because of changes in the underlying84

selections.85

Lepton efficiencies in Fig. 2 are parametrized as86

e = e•erf
✓

pT � 20 GeV
s

◆
+ e20

✓
1. � erf

✓
pT � 20 GeV

s

◆◆
, (1)

•  Lepton Selection Efficiency for LM9 benchmark point: 1450, 175, 0, 50, +, m0, m1/2, A0, 
tanb and mu parameter, respectively   

  

☞  Events are collected with dilepton triggers, 
with one lepton of PT > 17 GeV and the 
second lepton of PT > 8 GeV. The trigger 
efficiency is measured to be 95 ± 3% for ee 
events, 92 ± 3% for eμ events, and 88 ± 3% 
for μμ events from studies of events collected 
with hadronic triggers. �


