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Limits using the mass distribution:

Set specific limits on excited quark and 
color octet models.
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10 Limits on new resonant phenomena from the m j j distribution
In the current studies, the Bayesian method documented in [22] is used to set 95% C.L. limits on the

appearance of signals associated with new phenomena. Bayesian credibility intervals are set by defining
a posterior probability density from the Poisson likelihood function for the observed mass spectrum, ob-
tained by a fit to the background parameterisation, which is assumed to be dominated by QCD processes,
and a signal shape derived from MC simulations. A prior probability density constant in all values of
signal cross section is used. The posterior probability is then integrated to determine the 95% C.L. for a
given range of models, parameterised by the mass of the resonance.
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(a) Excited-quark model.
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(b) Colour scalar octet model.

Figure 4: The 95% C.L. upper limits on " ×A as a function of particle mass (black filled circles) using
m j j. The black dotted curve shows the 95% C.L. upper limit expected from Monte Carlo and the light
and dark yellow shaded bands represent the 68% and 95% contours of the expected limit, respectively.
Theoretical predictions of "×A are shown in (a) for excited quarks (dashed), and in (b) for colour octet
scalars (dashed). For a given NP model, the observed (expected) limit occurs at the crossing of its "×A

curve with the observed (expected) 95% C.L. upper limit curve.

As illustrated in Fig. 4, limits are determined on cross section times acceptance, " ×A , for a hypo-
thetical new particle decaying into dijets. This form of analysis is applicable to all resonant phenomena
where the NP couplings are strong at the signal mass and interference with QCD terms can thus be ne-
glected. The acceptance calculation includes all MC reconstruction steps and analysis cuts described in
Section 4.

The effects of systematic uncertainties due to luminosity, acceptance, and jet energy scale are in-
cluded. The luminosity uncertainty for the 2011 data is 3.9% [24], and is combined in quadrature with
the acceptance uncertainty. The systematic uncertainty on the JES is taken from the 2010 data [53] anal-
ysis, and is adapted to the 2011 data by introducing corrections that account for the new event pileup
conditions. The JES uncertainty shifts resonance mass peaks by less than 4%. The background param-
eterisation uncertainty is taken from the fit results, as described in [22]. The effect of the jet energy
resolution uncertainty is found to be negligible.

These uncertainties are incorporated into the fit by varying all sources according to Gaussian proba-
bility distributions and convolving them with the Bayesian posterior probability distribution. Credibility
intervals are then calculated numerically from the resulting convolutions. No uncertainties are associ-
ated with the theoretical model, as in each case the NP model is a benchmark that incorporates a specific
choice of model parameters, PDF set, and MC tune. Previous ATLAS studies using the q∗ theoretical
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excitations in models with extra dimensions [12], Regge excitations of string theory [17, 18, 19, 20],122

and Topological Pions [21]. Non-resonant continuum enhancements are also possible, such as via the123

production of quantum black holes [22, 23]. For optimization of the present analysis, however, we124

assume the intrinsic width of any signal not much greater than the detector mass resolution. We search125

for back-to-back, high pT single photon plus single jet production through a massive resonance.126

A frequent feature of models proposing γ-jet signal processes is that dijet and γ-jet production are127

linked, with dijets produced at a higher rate than γ-jet. Hence, if suppression of the larger Standard128

Model dijet backgrounds can be obtained, the dijet channel is more sensitive than the γ-jet channel. For129

example, in the excited quark model discussed below, the dijet branching ratios are one or more orders of130

magnitude larger than the branching ratio to γ-jet, and consequently the ATLAS dijet mass and angular131

distribution analysis of 1 fb
−1

of data has ruled out excited quarks in the range 0.80 < mq∗ < 2.99 TeV132

at 95% credibility [24]. This surpasses the γ-jet expected limit obtained below with approximately half133

the data.134

There is no a priori reason to assume any new physics must prefer to decay to dijets or any other final135

states, however, so it is important to check for new physics everywhere. Moreover, even in models which136

prefer dijet decays, a dedicated search for γ-jet has value as a lower-rate, higher-purity complement to137

the dijet channel with different systematic uncertainties. Since the relationship between dijet and γ-jet138

branching ratios differs from model to model, simulataneous signals observed in both channels would139

provide both confirmation of the dijet signal and one handle to constrain the possibile underlying physics140

[19, 12].141

To convey our experimental sensitivity relative to previous and future searches and provide theorists142

with a useful point for comparison, we choose the long-standing excited quark model of [13, 12] as a143

benchmark. In that model, the LHC can singly-produce excited quarks (“q∗”) with vectorlike couplings144

to the Standard Model gauge bosons via the absorption of a gluon by a quark (Figure 5). As in the145

reference, we define the model by one parameter, the excited quark mass mq∗ , setting the compositeness146

scale equal to the mass and SU(3), SU(2), and U(1) couplings fs = f = f � = 1. This gives branching147

ratios u∗ → ug and u∗ → uγ of 0.85 and 0.02, respectively. The corresponding branching ratios for148

d-type quarks are 0.85 and 0.005. This model is implemented in Pythia as described below, and we149

assume the cross sections it provides. Since the point is to provide a convenient benchmark process, we150

do not make any further assumptions about the excited quark dynamics and thus higher order corrections151

to the cross section are undefined.152
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Figure 5: The relevant excited quark diagram.

3 Datasets and Monte Carlo Samples153

We start the analysis of the ATLAS data from the 2011 Period B and Periods D–K6 data collected on the154

EF g80 loose trigger (i.e. a loose photon with pT > 80 GeV in the egamma stream) and processed with155

Release 16
1
. After applying the standard GammaJet version 28 good run list

2
, we remove 2 runs from156

1
reprocessing tag r2276 for Period B, reprocessing/merging tags f383 m872 for Period D–K6, and JETMET p621 ntuples

2
Appendix C describes the list, the criteria used to determine it, and the luminosities of individual periods.
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Few searches published
• Much tighter constraint possible with LHC data

Excited quark model used as benchmark model
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Analyses presented:

1. Dijet mass resonance search

Example theories probed: 
Excited quarks, colour octets

Dag Gillberg, Carleton 2012-06-26Dijet and !+jet resonance searches with ATLAS 2

Analyses presented:

1. Dijet mass resonance search
(excited quarks, colour octets)

2. Searches in angular dijet 
distributions
(Quantum black hole, Contact 
interaction)

3. Photon+jet mass resonances
(excited quarks, quirks, Regge string 
excitations, topological pions)

Observables
• Search for new physics in dijet mass and angular distributions

• Observables:

- Dijet mass, mjj

‣ SM predicts steeply falling spectrum, NP predicts bump or rise at high mjj

- Normalized spectra of χ = exp(|y1-y2|) = exp(2|y*|), y* = (y1-y2)/2 in coarse bins 
of dijet mass:

‣ 11 χ bins between χ = 1 (|y*| = 0) and χ = 30 (|y*| ~ 1.7)

‣ 5 dijets mass bins: 800 - 1200 - 1600 - 2000 - 2600 - 7000 GeV

‣ SM predicts distributions ± flat, NP predicts rise at low χ
- Fχ(mjj) = N(|y*| < 0.6) / N(|y*| < 1.7), y* = (y1-y2)/2 as function of dijet mass

‣ SM predicts ratio to be flat, NP predicts a bump or a rise at high mjj

4Friday, June 15, 12

2011 data: !s = 7 TeV, 4.8 fb-1

2012 data: !s = 8 TeV, 5.2 fb-1

2011 data: !s = 7 TeV, 4.8 fb-1

2011 data: !s = 7 TeV, 2.11 fb-1

     mjj

3. Photon+jet mass resonances

Example theories probed:
excited quarks, quirks, Regge string 
excitations, topological pions)

2011 data: √s = 7 TeV, 2.11 fb-1
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2. Searches in dijet angular 
distributions

Example theories probed:
Quantum black hole, 
Contact interaction

Observables
• Search for new physics in dijet mass and angular distributions

• Observables:

- Dijet mass, mjj

‣ SM predicts steeply falling spectrum, NP predicts bump or rise at high mjj

- Normalized spectra of χ = exp(|y1-y2|) = exp(2|y*|), y* = (y1-y2)/2 in coarse bins 
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2011 data: √s = 7 TeV, 4.8 fb-1 mjjχ = e2|y*|

2011 data: 
√s = 7 TeV, 4.8 fb-1

2012 data: 
√s = 8 TeV, 5.8 fb-1
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Dijet production & kinematics

3

• Jets balance in transverse plane

• Jet rapidity in CM frame:
y* = |y1−y2|/2

• χ = e2|y*|

• Boost of dijet system:
yB = |y1+y2|/2

y1=y*

y2=−y*

CM:

y1=y*+yB

y2=−y*+yB

LAB:

high-x low-x

Measures of jet 
rapidity separation

jet1

jet2

mjj ≈ 2pT cosh(y*)

Rest frame of the resonance

• Dijet mass calculated from jet 4-vectors
mjj = E*1+E*2 = √ (pj1+pj2)2

Resonance

Angular variables



Dag Gillberg, Carleton 2012-07-04Dijet and γ+jet resonance searches with ATLAS
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Measures of jet 
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Many new physics scenarios 
with dijet final state have 
small rapidity separation

Illustration of 4 dijet events in the LAB frame
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Dijet production & kinematics
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Observables
• Search for new physics in dijet mass and angular distributions

• Observables:

- Dijet mass, mjj

‣ SM predicts steeply falling spectrum, NP predicts bump or rise at high mjj

- Normalized spectra of χ = exp(|y1-y2|) = exp(2|y*|), y* = (y1-y2)/2 in coarse bins 
of dijet mass:

‣ 11 χ bins between χ = 1 (|y*| = 0) and χ = 30 (|y*| ~ 1.7)

‣ 5 dijets mass bins: 800 - 1200 - 1600 - 2000 - 2600 - 7000 GeV

‣ SM predicts distributions ± flat, NP predicts rise at low χ
- Fχ(mjj) = N(|y*| < 0.6) / N(|y*| < 1.7), y* = (y1-y2)/2 as function of dijet mass

‣ SM predicts ratio to be flat, NP predicts a bump or a rise at high mjj

4Friday, June 15, 12

χ = e2|y*|

An observable sensitive to such models 
is the ratio of “central” to total events: 
  Fχ = N(|y*|<0.6) / N(|y*|<1.7)

Many new physics scenarios 
with dijet final state have 
small rapidity separation• Jets balance in transverse plane

• Jet rapidity in CM frame:
y* = |y1−y2|/2

• χ = e2|y*|

• Boost of dijet system:
yB = |y1+y2|/2

Measures of jet 
rapidity separation

Angular variables

QCD
Background

New Physics
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Dijet event selection
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Kinematic selection, 
angular (acceptance)

• |y*| < log(30)/2 ≈ 1.7
• |yB| < 1.1
• mjj > 800 GeV

B Event displays of the highest dijet mass event

Figure 5 is the event display for the highest-mass dijet event entering the analysis (m j j=4.1 TeV,

event number 34879440, run 205113).

Figure 5: The highest-mass central dijet event with the highest-pT jet collected by the end of June, 2012

(Event 34879440, Run 205113): the two central high-pT jets have an invariant mass of 4.1 TeV, and the

highest-pT jet has a pT of 2.1 TeV, and the subleading jet has a pT of 1.9 TeV. The missing ET and Sum

ET for this event are respectively 63 GeV and 4.2 TeV. Only tracks with pT > 400 MeV are displayed.

The event was collected on June 18th, 2012.

13

Kinematic selection, mjj 
(acceptance)

• |y*| < 0.6
• |y1| < 2.8, |y2| < 2.8
• mjj > 850 (1000) GeV  

   for 2011 (2012)

B Event displays of the highest dijet mass event

Figure 5 is the event display for the highest-mass dijet event entering the analysis (m j j=4.1 TeV,

event number 34879440, run 205113).

Figure 5: The highest-mass central dijet event with the highest-pT jet collected by the end of June, 2012

(Event 34879440, Run 205113): the two central high-pT jets have an invariant mass of 4.1 TeV, and the

highest-pT jet has a pT of 2.1 TeV, and the subleading jet has a pT of 1.9 TeV. The missing ET and Sum

ET for this event are respectively 63 GeV and 4.2 TeV. Only tracks with pT > 400 MeV are displayed.

The event was collected on June 18th, 2012.
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NP signals. However, the effects of smooth deviations from QCD, such as those associated with contact

interactions, could be partially compensated by the background fitting function, and therefore, the m j j

analysis is used only to search for resonant effects.
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Figure 1: The reconstructed dijet mass distribution with statistical uncertainties (filled points with error

bars) fitted with a smooth functional form (solid line). The bin-by-bin significance of the data-fit differ-

ence is shown in the lower panel, using positive values for excesses and negative values for deficits. If a

p-value greater than 50% is found the corresponding significance is not shown (see text).

The χ2 value of the fit is 13.8 for 16 DF. The lower panel of Fig. 1 shows the significance, in standard

deviations, of the difference between the data and the fit in each bin. The significance is purely statistical,

and based on Poisson distributions. The contents of a given bin are used to determine the p-value, the

probability of the background fluctuating higher than the observed excess or lower than the observed

deficit. The p-value is transformed into a significance in terms of an equivalent number of standard

deviations (the z-value) [33]. Where there is an excess (deficit) in data in a given bin, the significance is

plotted as positive (negative). In certain cases, individual bins are not plotted. 2

To determine the degree of consistency between data and the fitted background, the p-value of the

fit is obtained by calculating the χ2 value from the data, and comparing this result to the χ2 distribution

obtained from pseudoexperiments, as described in a previous publication [22]. The resulting p-value is

0.38, showing that there is reasonable agreement between the data and the functional form.

As a more sensitive test, the BumpHunter algorithm [34, 35] is used to establish the presence or

absence of a resonance in the dijet mass spectrum, as described in greater detail in previous ATLAS

publications [22, 23]. Starting with a two-bin window, the algorithm increases the signal window and

shifts its location until all possible bin ranges, up to half the mass range spanned by the data, have been

2 In mass bins with a small expected number of events, where the observed number of events is similar to the expectation,

the Poisson probability of a fluctuation at least as high (low) as the observed excess (deficit) can be greater than 50%, as a result

of the asymmetry of the Poisson distribution. Since these bins have too few events for the significance to be meaningful, the

bars are not drawn for them.

4

No excess observed

Dijet mass results

7

The use of this smooth background form brings in the uncertainties associated with its fit parameters,
but avoids the theoretical and systematic uncertainties that are encountered in the alternative approach,
using a MC QCD background prediction. Currently, the uncertainties in MC QCD simulations are con-
siderably larger than the fit uncertainties, though this may change in the future as the simulations are
tuned. Another feature of the fitting form is that it allows for smooth background variations, but does not
accommodate localised excesses that could indicate the presence of NP signals. The effects of smooth
deviations from QCD, such as contact interactions, could be partially compensated by the background
fitting function, and therefore, the m j j analysis is only used to search for resonant effects.
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Figure 1: The reconstructed dijet mass distribution (filled points) fitted with a smooth functional form
(solid line). Mass distribution predictions for three q∗ masses are shown above the background. The
bin-by-bin significance of the data-background difference is shown in the lower panel.

The "2 of the fit is 12.9/NDF=0.585, for 21 degrees of freedom. The lower part of Fig. 1 shows the
significance, in standard deviations, of the difference between the data and the prediction in each bin.
The significance is purely statistical, and based on Poisson distributions. The contents of a given bin are
used to determine the p-value, the probability of the background fluctuating higher than the observed
excess or lower than the observed deficit. The p-value is transformed to a significance in terms of an
equivalent number of standard deviations (the z-value) [32].

To determine the degree of consistency between data and the fitted background, the p-value of the fit
is obtained by calculating the "2 from the data, and comparing this result to the "2 distribution obtained
from pseudoexperiments, as described in a previous publication [22]. The resulting p-value is 0.93,
showing that there is good agreement between the data and the functional form.

As a more sensitive test, the BUMPHUNTER algorithm [33, 34] is used to establish the presence or
absence of a resonance in the dijet mass spectrum, as described in greater detail in previous ATLAS
publications [22, 23]. Starting with a two-bin window, the algorithm increases the signal window and
shifts its location until all possible bin ranges, up to half the mass range spanned by the data, have been
tested. The most significant departure from the smooth spectrum (“bump”) is defined by the set of bins
that have the smallest probability of arising from a background fluctuation assuming Poisson statistics.
The BUMPHUNTER algorithm accounts for the so-called “look elsewhere effect” [35,36]. Furthermore,
to prevent any NP signal from biasing the background estimate, if the biggest local excess from the

4

2011 data 2012 data

Background estimation from smooth fit 
over all bins. Significance from bin-wise 
comparison of Nevents with fit

systematic uncertainty to the jet energy scale due to pileup.
Dijet distributions from collision data are not corrected (unfolded) for detector resolution effects. The

measured distributions are compared to theoretical predictions passed through full detector simulation.

4 Event triggers and selection criteria
The triggers employed for this study select events that have at least one large transverse energy

deposition in the calorimeter. These triggers are also referred to as “single jet” triggers. To match the
data rate to the processing and storage capacity available to ATLAS, a number of triggers with low pT
thresholds have been “prescaled”. For these triggers only a pre-selected fraction of all events passing the
threshold are recorded.

A single trigger is used for the dijet mass spectrum analysis. For the angular analyses, several triggers
are employed. All ! distributions have been assigned a unique trigger, chosen to maximise the statistics
for each mj j bin, leading to a different effective luminosity for each angular distribution. Similar choices
are made for the F!(mj j) distribution, assigning triggers to specific ranges of mj j to maximise the statis-
tics in each range. In all analyses, kinematic selection criteria assure that the selected triggers are used
on the efficiency plateau to avoid the need for corrections, and the efficiency on the plateau is greater
than 99% in all cases.

Events are required to have a primary collision vertex defined by two or more charged particle tracks.
Events are rejected if the data from the liquid argon calorimeter have an unusual topology or there is
evidence of data corruption [31]. There must be at least two jets in the event. The highest pT jet is
referred to as the “leading” jet ( j1), and the second highest as the “next-to-leading” jet ( j2). According
to the criteria in [31], for events to be retained, there must be no poorly measured jets with pT greater
than 30% of the pT of the next-to-leading jet. These criteria also require that, if either of the leading jets
is not attributed to in-time energy depositions in the calorimeters, the event is to be rejected.

A selection has been implemented to avoid an electromagnetic calorimeter defect in the region from
-0.1 to 1.5 in " , and from -0.9 to -0.5 in # that occurred during part of the running period. The average
jet response for jets in this region is 20% to 30% too low. For the mj j analysis events with jets near
this region have been rejected if such jets have a pT greater than 30% of the next-to-leading jet pT. The
reduction during run periods affected by the defect is 12%, and the overall reduction in the data set due to
this effect is approximately 2%. A similar rejection has been done for the angular analyses, but in order
to retain the shape of the distributions, the complete " slice from -0.9 to -0.5 in # has been excluded.
This requirement removes 4.3% of the events.

Additional kinematic selection criteria are used to enrich the sample with events in the hard-scattering
region of phase space. For the dijet mass analysis, events must satisfy |y∗| < 0.6 and |y1,2| < 2.8 for
the two leading jets, and mj j > 850 GeV. For the angular analyses events must satisfy |y∗| < 1.7 and
|yB| < 1.1, and mj j > 800 GeV. The combined y∗, yB criteria limit the rapidity range of the two leading
jets to |y1,2|< 2.8 and define a region within the space of accessible y1 and y2 that has relatively uniform
acceptance in ! . The kinematic selection also restricts the minimum pT of jets entering the analysis to
80 GeV, with the maximum jet pT observed at about 2 TeV. Finally, for ! distributions, the event sample
is divided into five coarse bins in mj j.

5 Comparing the dijet mass spectrum to a smooth background
The observed dijet mass distribution after all selection cuts is shown in Fig. 1. As in previous dijet

resonance analyses the mj j spectrum is fitted to a smooth functional form,

f (x) = p1(1− x)p2xp3+p4 lnx, (1)

where the pi are fit parameters, and x≡mj j/
√
s. In previous studies, ATLAS and other experiments [14,

16, 18, 22] have found this ansatz to provide a satisfactory fit to the QCD prediction of dijet production.

3

Mass fit function motivated by massless 
2→2 scattering:

Fit χ2/Ndof 

= 13.8/16
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Figure 2: The 95% C.L. upper limits on σ×A (whereA denotes the acceptance) as a function of particle
mass reconstructed using using m j j (black filled circles). The black dotted curve shows the 95% C.L.

upper limit expected from Monte Carlo and the light and dark yellow shaded bands represent the 68%

and 95% contours of the expected limit, respectively. Theoretical predictions of σ × A are shown for
excited quarks (dashed). The observed (expected) limit occurs at the crossing of its σ×A curve with the
observed (expected) 95% C.L. upper limit curve.

uncertainties due to luminosity, acceptance, background parameterisation and jet energy scale. These

uncertainties are incorporated into the fit by varying all sources according to Gaussian probability dis-

tributions and convolving them with the Bayesian posterior probability distribution. Credibility intervals

are then calculated numerically from the resulting convolutions.

The luminosity uncertainty for the 2012 data is 3.6%, and is combined in quadrature with the ac-

ceptance uncertainty. The background parameterisation uncertainty is derived from the fit results, as

explained in [22]. The JES uncertainty, discussed in Section 3, shifts resonance mass peaks by less than

4%. The effect of the jet energy resolution uncertainty is found to be negligible.

No uncertainties are associated with the theoretical model, as the q∗ model is a benchmark that

incorporates a specific choice of model parameters, PDF set, and MC tune. Previous ATLAS studies

using the q∗ theoretical prediction [22] (using the Pythia 6 generator) showed that the variation of the

limits among three different choices of MC tune and PDF set was less than 4% for the expected limits.

The exclusion limits at 95% C.L. for q∗ have also been determined using the Pythia 6 MC samples.

The expected limit is shifted to a higher q∗ mass of 3.71 TeV (3.79 TeV observed). This upward shift

was anticipated since the Pythia 6 mass distribution (lacking FSR) is narrower than that predicted by

Pythia 8.

6

Limits on excited quark production

8

10 Limits on new resonant phenomena from the m j j distribution
In the current studies, the Bayesian method documented in [22] is used to set 95% C.L. limits on the

appearance of signals associated with new phenomena. Bayesian credibility intervals are set by defining
a posterior probability density from the Poisson likelihood function for the observed mass spectrum, ob-
tained by a fit to the background parameterisation, which is assumed to be dominated by QCD processes,
and a signal shape derived from MC simulations. A prior probability density constant in all values of
signal cross section is used. The posterior probability is then integrated to determine the 95% C.L. for a
given range of models, parameterised by the mass of the resonance.
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(a) Excited-quark model.
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Figure 4: The 95% C.L. upper limits on " ×A as a function of particle mass (black filled circles) using
m j j. The black dotted curve shows the 95% C.L. upper limit expected from Monte Carlo and the light
and dark yellow shaded bands represent the 68% and 95% contours of the expected limit, respectively.
Theoretical predictions of "×A are shown in (a) for excited quarks (dashed), and in (b) for colour octet
scalars (dashed). For a given NP model, the observed (expected) limit occurs at the crossing of its "×A

curve with the observed (expected) 95% C.L. upper limit curve.

As illustrated in Fig. 4, limits are determined on cross section times acceptance, " ×A , for a hypo-
thetical new particle decaying into dijets. This form of analysis is applicable to all resonant phenomena
where the NP couplings are strong at the signal mass and interference with QCD terms can thus be ne-
glected. The acceptance calculation includes all MC reconstruction steps and analysis cuts described in
Section 4.

The effects of systematic uncertainties due to luminosity, acceptance, and jet energy scale are in-
cluded. The luminosity uncertainty for the 2011 data is 3.9% [24], and is combined in quadrature with
the acceptance uncertainty. The systematic uncertainty on the JES is taken from the 2010 data [53] anal-
ysis, and is adapted to the 2011 data by introducing corrections that account for the new event pileup
conditions. The JES uncertainty shifts resonance mass peaks by less than 4%. The background param-
eterisation uncertainty is taken from the fit results, as described in [22]. The effect of the jet energy
resolution uncertainty is found to be negligible.

These uncertainties are incorporated into the fit by varying all sources according to Gaussian proba-
bility distributions and convolving them with the Bayesian posterior probability distribution. Credibility
intervals are then calculated numerically from the resulting convolutions. No uncertainties are associ-
ated with the theoretical model, as in each case the NP model is a benchmark that incorporates a specific
choice of model parameters, PDF set, and MC tune. Previous ATLAS studies using the q∗ theoretical
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10 Limits on new resonant phenomena from the m j j distribution
In the current studies, the Bayesian method documented in [22] is used to set 95% C.L. limits on the

appearance of signals associated with new phenomena. Bayesian credibility intervals are set by defining
a posterior probability density from the Poisson likelihood function for the observed mass spectrum, ob-
tained by a fit to the background parameterisation, which is assumed to be dominated by QCD processes,
and a signal shape derived from MC simulations. A prior probability density constant in all values of
signal cross section is used. The posterior probability is then integrated to determine the 95% C.L. for a
given range of models, parameterised by the mass of the resonance.
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Figure 4: The 95% C.L. upper limits on " ×A as a function of particle mass (black filled circles) using
m j j. The black dotted curve shows the 95% C.L. upper limit expected from Monte Carlo and the light
and dark yellow shaded bands represent the 68% and 95% contours of the expected limit, respectively.
Theoretical predictions of "×A are shown in (a) for excited quarks (dashed), and in (b) for colour octet
scalars (dashed). For a given NP model, the observed (expected) limit occurs at the crossing of its "×A

curve with the observed (expected) 95% C.L. upper limit curve.

As illustrated in Fig. 4, limits are determined on cross section times acceptance, " ×A , for a hypo-
thetical new particle decaying into dijets. This form of analysis is applicable to all resonant phenomena
where the NP couplings are strong at the signal mass and interference with QCD terms can thus be ne-
glected. The acceptance calculation includes all MC reconstruction steps and analysis cuts described in
Section 4.

The effects of systematic uncertainties due to luminosity, acceptance, and jet energy scale are in-
cluded. The luminosity uncertainty for the 2011 data is 3.9% [24], and is combined in quadrature with
the acceptance uncertainty. The systematic uncertainty on the JES is taken from the 2010 data [53] anal-
ysis, and is adapted to the 2011 data by introducing corrections that account for the new event pileup
conditions. The JES uncertainty shifts resonance mass peaks by less than 4%. The background param-
eterisation uncertainty is taken from the fit results, as described in [22]. The effect of the jet energy
resolution uncertainty is found to be negligible.

These uncertainties are incorporated into the fit by varying all sources according to Gaussian proba-
bility distributions and convolving them with the Bayesian posterior probability distribution. Credibility
intervals are then calculated numerically from the resulting convolutions. No uncertainties are associ-
ated with the theoretical model, as in each case the NP model is a benchmark that incorporates a specific
choice of model parameters, PDF set, and MC tune. Previous ATLAS studies using the q∗ theoretical
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excitations in models with extra dimensions [12], Regge excitations of string theory [17, 18, 19, 20],122

and Topological Pions [21]. Non-resonant continuum enhancements are also possible, such as via the123

production of quantum black holes [22, 23]. For optimization of the present analysis, however, we124

assume the intrinsic width of any signal not much greater than the detector mass resolution. We search125

for back-to-back, high pT single photon plus single jet production through a massive resonance.126

A frequent feature of models proposing γ-jet signal processes is that dijet and γ-jet production are127

linked, with dijets produced at a higher rate than γ-jet. Hence, if suppression of the larger Standard128

Model dijet backgrounds can be obtained, the dijet channel is more sensitive than the γ-jet channel. For129

example, in the excited quark model discussed below, the dijet branching ratios are one or more orders of130

magnitude larger than the branching ratio to γ-jet, and consequently the ATLAS dijet mass and angular131

distribution analysis of 1 fb
−1

of data has ruled out excited quarks in the range 0.80 < mq∗ < 2.99 TeV132

at 95% credibility [24]. This surpasses the γ-jet expected limit obtained below with approximately half133

the data.134

There is no a priori reason to assume any new physics must prefer to decay to dijets or any other final135

states, however, so it is important to check for new physics everywhere. Moreover, even in models which136

prefer dijet decays, a dedicated search for γ-jet has value as a lower-rate, higher-purity complement to137

the dijet channel with different systematic uncertainties. Since the relationship between dijet and γ-jet138

branching ratios differs from model to model, simulataneous signals observed in both channels would139

provide both confirmation of the dijet signal and one handle to constrain the possibile underlying physics140

[19, 12].141

To convey our experimental sensitivity relative to previous and future searches and provide theorists142

with a useful point for comparison, we choose the long-standing excited quark model of [13, 12] as a143

benchmark. In that model, the LHC can singly-produce excited quarks (“q∗”) with vectorlike couplings144

to the Standard Model gauge bosons via the absorption of a gluon by a quark (Figure 5). As in the145

reference, we define the model by one parameter, the excited quark mass mq∗ , setting the compositeness146

scale equal to the mass and SU(3), SU(2), and U(1) couplings fs = f = f � = 1. This gives branching147

ratios u∗ → ug and u∗ → uγ of 0.85 and 0.02, respectively. The corresponding branching ratios for148

d-type quarks are 0.85 and 0.005. This model is implemented in Pythia as described below, and we149

assume the cross sections it provides. Since the point is to provide a convenient benchmark process, we150

do not make any further assumptions about the excited quark dynamics and thus higher order corrections151

to the cross section are undefined.152
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Figure 5: The relevant excited quark diagram.

3 Datasets and Monte Carlo Samples153

We start the analysis of the ATLAS data from the 2011 Period B and Periods D–K6 data collected on the154

EF g80 loose trigger (i.e. a loose photon with pT > 80 GeV in the egamma stream) and processed with155

Release 16
1
. After applying the standard GammaJet version 28 good run list

2
, we remove 2 runs from156

1
reprocessing tag r2276 for Period B, reprocessing/merging tags f383 m872 for Period D–K6, and JETMET p621 ntuples

2
Appendix C describes the list, the criteria used to determine it, and the luminosities of individual periods.
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scale equal to the mass and SU(3), SU(2), and U(1) couplings fs = f = f � = 1. This gives branching147

ratios u∗ → ug and u∗ → uγ of 0.85 and 0.02, respectively. The corresponding branching ratios for148

d-type quarks are 0.85 and 0.005. This model is implemented in Pythia as described below, and we149

assume the cross sections it provides. Since the point is to provide a convenient benchmark process, we150

do not make any further assumptions about the excited quark dynamics and thus higher order corrections151

to the cross section are undefined.152
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Figure 5: The relevant excited quark diagram.

3 Datasets and Monte Carlo Samples153

We start the analysis of the ATLAS data from the 2011 Period B and Periods D–K6 data collected on the154

EF g80 loose trigger (i.e. a loose photon with pT > 80 GeV in the egamma stream) and processed with155

Release 16
1
. After applying the standard GammaJet version 28 good run list

2
, we remove 2 runs from156

1
reprocessing tag r2276 for Period B, reprocessing/merging tags f383 m872 for Period D–K6, and JETMET p621 ntuples
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10 Limits on new resonant phenomena from the m j j distribution
In the current studies, the Bayesian method documented in [22] is used to set 95% C.L. limits on the

appearance of signals associated with new phenomena. Bayesian credibility intervals are set by defining
a posterior probability density from the Poisson likelihood function for the observed mass spectrum, ob-
tained by a fit to the background parameterisation, which is assumed to be dominated by QCD processes,
and a signal shape derived from MC simulations. A prior probability density constant in all values of
signal cross section is used. The posterior probability is then integrated to determine the 95% C.L. for a
given range of models, parameterised by the mass of the resonance.
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(a) Excited-quark model.
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Figure 4: The 95% C.L. upper limits on " ×A as a function of particle mass (black filled circles) using
m j j. The black dotted curve shows the 95% C.L. upper limit expected from Monte Carlo and the light
and dark yellow shaded bands represent the 68% and 95% contours of the expected limit, respectively.
Theoretical predictions of "×A are shown in (a) for excited quarks (dashed), and in (b) for colour octet
scalars (dashed). For a given NP model, the observed (expected) limit occurs at the crossing of its "×A

curve with the observed (expected) 95% C.L. upper limit curve.

As illustrated in Fig. 4, limits are determined on cross section times acceptance, " ×A , for a hypo-
thetical new particle decaying into dijets. This form of analysis is applicable to all resonant phenomena
where the NP couplings are strong at the signal mass and interference with QCD terms can thus be ne-
glected. The acceptance calculation includes all MC reconstruction steps and analysis cuts described in
Section 4.

The effects of systematic uncertainties due to luminosity, acceptance, and jet energy scale are in-
cluded. The luminosity uncertainty for the 2011 data is 3.9% [24], and is combined in quadrature with
the acceptance uncertainty. The systematic uncertainty on the JES is taken from the 2010 data [53] anal-
ysis, and is adapted to the 2011 data by introducing corrections that account for the new event pileup
conditions. The JES uncertainty shifts resonance mass peaks by less than 4%. The background param-
eterisation uncertainty is taken from the fit results, as described in [22]. The effect of the jet energy
resolution uncertainty is found to be negligible.

These uncertainties are incorporated into the fit by varying all sources according to Gaussian proba-
bility distributions and convolving them with the Bayesian posterior probability distribution. Credibility
intervals are then calculated numerically from the resulting convolutions. No uncertainties are associ-
ated with the theoretical model, as in each case the NP model is a benchmark that incorporates a specific
choice of model parameters, PDF set, and MC tune. Previous ATLAS studies using the q∗ theoretical
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excitations in models with extra dimensions [12], Regge excitations of string theory [17, 18, 19, 20],122

and Topological Pions [21]. Non-resonant continuum enhancements are also possible, such as via the123

production of quantum black holes [22, 23]. For optimization of the present analysis, however, we124

assume the intrinsic width of any signal not much greater than the detector mass resolution. We search125

for back-to-back, high pT single photon plus single jet production through a massive resonance.126

A frequent feature of models proposing γ-jet signal processes is that dijet and γ-jet production are127

linked, with dijets produced at a higher rate than γ-jet. Hence, if suppression of the larger Standard128

Model dijet backgrounds can be obtained, the dijet channel is more sensitive than the γ-jet channel. For129

example, in the excited quark model discussed below, the dijet branching ratios are one or more orders of130

magnitude larger than the branching ratio to γ-jet, and consequently the ATLAS dijet mass and angular131

distribution analysis of 1 fb
−1

of data has ruled out excited quarks in the range 0.80 < mq∗ < 2.99 TeV132

at 95% credibility [24]. This surpasses the γ-jet expected limit obtained below with approximately half133

the data.134

There is no a priori reason to assume any new physics must prefer to decay to dijets or any other final135

states, however, so it is important to check for new physics everywhere. Moreover, even in models which136

prefer dijet decays, a dedicated search for γ-jet has value as a lower-rate, higher-purity complement to137

the dijet channel with different systematic uncertainties. Since the relationship between dijet and γ-jet138

branching ratios differs from model to model, simulataneous signals observed in both channels would139

provide both confirmation of the dijet signal and one handle to constrain the possibile underlying physics140

[19, 12].141

To convey our experimental sensitivity relative to previous and future searches and provide theorists142

with a useful point for comparison, we choose the long-standing excited quark model of [13, 12] as a143

benchmark. In that model, the LHC can singly-produce excited quarks (“q∗”) with vectorlike couplings144

to the Standard Model gauge bosons via the absorption of a gluon by a quark (Figure 5). As in the145

reference, we define the model by one parameter, the excited quark mass mq∗ , setting the compositeness146

scale equal to the mass and SU(3), SU(2), and U(1) couplings fs = f = f � = 1. This gives branching147

ratios u∗ → ug and u∗ → uγ of 0.85 and 0.02, respectively. The corresponding branching ratios for148

d-type quarks are 0.85 and 0.005. This model is implemented in Pythia as described below, and we149

assume the cross sections it provides. Since the point is to provide a convenient benchmark process, we150

do not make any further assumptions about the excited quark dynamics and thus higher order corrections151

to the cross section are undefined.152
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Figure 5: The relevant excited quark diagram.

3 Datasets and Monte Carlo Samples153

We start the analysis of the ATLAS data from the 2011 Period B and Periods D–K6 data collected on the154

EF g80 loose trigger (i.e. a loose photon with pT > 80 GeV in the egamma stream) and processed with155

Release 16
1
. After applying the standard GammaJet version 28 good run list

2
, we remove 2 runs from156

1
reprocessing tag r2276 for Period B, reprocessing/merging tags f383 m872 for Period D–K6, and JETMET p621 ntuples

2
Appendix C describes the list, the criteria used to determine it, and the luminosities of individual periods.
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3 Datasets and Monte Carlo Samples153

We start the analysis of the ATLAS data from the 2011 Period B and Periods D–K6 data collected on the154

EF g80 loose trigger (i.e. a loose photon with pT > 80 GeV in the egamma stream) and processed with155

Release 16
1
. After applying the standard GammaJet version 28 good run list

2
, we remove 2 runs from156
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10 Limits on new resonant phenomena from the m j j distribution
In the current studies, the Bayesian method documented in [22] is used to set 95% C.L. limits on the

appearance of signals associated with new phenomena. Bayesian credibility intervals are set by defining
a posterior probability density from the Poisson likelihood function for the observed mass spectrum, ob-
tained by a fit to the background parameterisation, which is assumed to be dominated by QCD processes,
and a signal shape derived from MC simulations. A prior probability density constant in all values of
signal cross section is used. The posterior probability is then integrated to determine the 95% C.L. for a
given range of models, parameterised by the mass of the resonance.
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(a) Excited-quark model.
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Figure 4: The 95% C.L. upper limits on " ×A as a function of particle mass (black filled circles) using
m j j. The black dotted curve shows the 95% C.L. upper limit expected from Monte Carlo and the light
and dark yellow shaded bands represent the 68% and 95% contours of the expected limit, respectively.
Theoretical predictions of "×A are shown in (a) for excited quarks (dashed), and in (b) for colour octet
scalars (dashed). For a given NP model, the observed (expected) limit occurs at the crossing of its "×A

curve with the observed (expected) 95% C.L. upper limit curve.

As illustrated in Fig. 4, limits are determined on cross section times acceptance, " ×A , for a hypo-
thetical new particle decaying into dijets. This form of analysis is applicable to all resonant phenomena
where the NP couplings are strong at the signal mass and interference with QCD terms can thus be ne-
glected. The acceptance calculation includes all MC reconstruction steps and analysis cuts described in
Section 4.

The effects of systematic uncertainties due to luminosity, acceptance, and jet energy scale are in-
cluded. The luminosity uncertainty for the 2011 data is 3.9% [24], and is combined in quadrature with
the acceptance uncertainty. The systematic uncertainty on the JES is taken from the 2010 data [53] anal-
ysis, and is adapted to the 2011 data by introducing corrections that account for the new event pileup
conditions. The JES uncertainty shifts resonance mass peaks by less than 4%. The background param-
eterisation uncertainty is taken from the fit results, as described in [22]. The effect of the jet energy
resolution uncertainty is found to be negligible.

These uncertainties are incorporated into the fit by varying all sources according to Gaussian proba-
bility distributions and convolving them with the Bayesian posterior probability distribution. Credibility
intervals are then calculated numerically from the resulting convolutions. No uncertainties are associ-
ated with the theoretical model, as in each case the NP model is a benchmark that incorporates a specific
choice of model parameters, PDF set, and MC tune. Previous ATLAS studies using the q∗ theoretical
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excitations in models with extra dimensions [12], Regge excitations of string theory [17, 18, 19, 20],122

and Topological Pions [21]. Non-resonant continuum enhancements are also possible, such as via the123

production of quantum black holes [22, 23]. For optimization of the present analysis, however, we124

assume the intrinsic width of any signal not much greater than the detector mass resolution. We search125

for back-to-back, high pT single photon plus single jet production through a massive resonance.126

A frequent feature of models proposing γ-jet signal processes is that dijet and γ-jet production are127

linked, with dijets produced at a higher rate than γ-jet. Hence, if suppression of the larger Standard128

Model dijet backgrounds can be obtained, the dijet channel is more sensitive than the γ-jet channel. For129

example, in the excited quark model discussed below, the dijet branching ratios are one or more orders of130

magnitude larger than the branching ratio to γ-jet, and consequently the ATLAS dijet mass and angular131

distribution analysis of 1 fb
−1

of data has ruled out excited quarks in the range 0.80 < mq∗ < 2.99 TeV132

at 95% credibility [24]. This surpasses the γ-jet expected limit obtained below with approximately half133

the data.134

There is no a priori reason to assume any new physics must prefer to decay to dijets or any other final135

states, however, so it is important to check for new physics everywhere. Moreover, even in models which136

prefer dijet decays, a dedicated search for γ-jet has value as a lower-rate, higher-purity complement to137

the dijet channel with different systematic uncertainties. Since the relationship between dijet and γ-jet138

branching ratios differs from model to model, simulataneous signals observed in both channels would139

provide both confirmation of the dijet signal and one handle to constrain the possibile underlying physics140

[19, 12].141

To convey our experimental sensitivity relative to previous and future searches and provide theorists142

with a useful point for comparison, we choose the long-standing excited quark model of [13, 12] as a143

benchmark. In that model, the LHC can singly-produce excited quarks (“q∗”) with vectorlike couplings144

to the Standard Model gauge bosons via the absorption of a gluon by a quark (Figure 5). As in the145

reference, we define the model by one parameter, the excited quark mass mq∗ , setting the compositeness146

scale equal to the mass and SU(3), SU(2), and U(1) couplings fs = f = f � = 1. This gives branching147

ratios u∗ → ug and u∗ → uγ of 0.85 and 0.02, respectively. The corresponding branching ratios for148

d-type quarks are 0.85 and 0.005. This model is implemented in Pythia as described below, and we149

assume the cross sections it provides. Since the point is to provide a convenient benchmark process, we150

do not make any further assumptions about the excited quark dynamics and thus higher order corrections151

to the cross section are undefined.152
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Figure 5: The relevant excited quark diagram.
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scale equal to the mass and SU(3), SU(2), and U(1) couplings fs = f = f � = 1. This gives branching147

ratios u∗ → ug and u∗ → uγ of 0.85 and 0.02, respectively. The corresponding branching ratios for148

d-type quarks are 0.85 and 0.005. This model is implemented in Pythia as described below, and we149

assume the cross sections it provides. Since the point is to provide a convenient benchmark process, we150

do not make any further assumptions about the excited quark dynamics and thus higher order corrections151

to the cross section are undefined.152

q∗

g

q/q̄

γ

q/q̄

Figure 5: The relevant excited quark diagram.

3 Datasets and Monte Carlo Samples153

We start the analysis of the ATLAS data from the 2011 Period B and Periods D–K6 data collected on the154

EF g80 loose trigger (i.e. a loose photon with pT > 80 GeV in the egamma stream) and processed with155

Release 16
1
. After applying the standard GammaJet version 28 good run list

2
, we remove 2 runs from156

1
reprocessing tag r2276 for Period B, reprocessing/merging tags f383 m872 for Period D–K6, and JETMET p621 ntuples

2
Appendix C describes the list, the criteria used to determine it, and the luminosities of individual periods.

• Mass spectrum used also to set 
limit on a colour scalar octet 
model

2011 data Limits @ 95% CL:

1.94 TeV
Expected 1.94 TeV
Observed
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• 95% CL upper limits on 
cross section times 
acceptance assuming 
generic Gaussian 
resonance decaying to dijets

• Separate limits for different 
relative width of the mjj 
resonance:
7%, 10%, 15%

7 Model-independent limits on dijet resonance production

As in previous dijet resonance analyses, limits on dijet resonance production are determined here

using a Gaussian resonance shape hypothesis. Limits are set for a collection of hypothetical signals that

are assumed to be Gaussian-distributed in m j j with mean (mG) ranging from 1.0 to 4.0 TeV and with

standard deviation (σG) from 7% to 15% of the mean.

Systematic uncertainties are treated using the same methods as applied in the model dependent limit

setting described above. The only difference for the Gaussian analysis arises from the decay of the dijet

final state not being simulated. In place of this, it is assumed that the dijet signal distribution is Gaussian

in shape, and the JES is adjusted by modelling it as an uncertainty of 4% in the central value of the

Gaussian signal. This approach has been validated by shifting the energy of all jets in Pythia 6 signal

templates by their JES uncertainty and evaluating the relative shift of the mass peak.
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Figure 3: The 95% CL upper limits on σ × A for a simple Gaussian resonance decaying to dijets as
a function of the mean mass, mG, for three values of σG/mG, taking into account both statistical and

systematic uncertainties.

The resulting limits based on 2012 data on σ × A for the Gaussian template model are shown in
Fig. 3, and the numerical contents of this figure are provided in Table 1. These results may be utilised

to set limits on NP models beyond those considered in the current studies. A detailed description of the

recommended procedure, including the treatment of detector resolution effects, is given in a previous

publication [23].

8 Conclusions

The dijet mass distribution has been measured by the ATLAS experiment up to approximately

4.1 TeV, using 5.8 fb−1 of LHC pp collision data at 8 TeV. No resonance-like features have been ob-

served in the dijet mass spectrum. A new ATLAS exclusion limit has been set for excited quarks with

masses below 3.66 TeV, at 95% C.L. Model-independent limits on σ ×A have also been extended.

7

2012 data
Kinematic selection, mjj 

(acceptance)
• |y*| < 0.6
• |y1| < 2.8, |y2| < 2.8
• mjj > 850 (1000) GeV

for 2011 (2012)

“Acceptance” defined as fraction of 
events passing the event selection:
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scales, and PDF uncertainties. The former are varied by a factor of two independently, while the PDF
errors are determined using CT10 NLO PDF error sets [47]. The resulting bin-wise uncertainties for
the cross section normalised ! distributions can be as high as 8% for the combined NLO QCD scale
variations and are typically below 1% for the PDF uncertainties. These theoretical uncertainties are con-
volved with the JES uncertainty and applied to all MC angular distributions. The resulting systematics
variations are used to generate statistical ensembles for the estimation of p-values when comparing QCD
predictions to data.

The observed ! distributions are shown in Fig. 2 for several mj j bins, defined by boundaries at 800,
1200, 1600, 2000, and 2600 GeV. These bins are chosen to ensure sufficient statistics in each mass
bin. Going from the lowest dijet mass bin to the highest bin the number of events are: 12397, 3720,
31751, 24740, 2359, and the corresponding integrated luminosities are 5.6 pb−1, 19.2 pb−1, 1.2 fb−1
and 4.8 fb−1 for the two highest bins. The yield for all mj j < 2000 GeV is reduced by trigger prescaling,
and for mj j > 2000 GeV, by the falling cross section. The ! distributions are compared in the figure to
the predictions from QCD MC and the signal that would be seen in one particular NP model, a quantum
black hole (QBH) scenario with a quantum gravity mass scale of 4.0 TeV and six extra dimensions.

!
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) d
"
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=7 TeVs, -1dt  = 4.8 fbL#
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Figure 2: The 11-bin ! distributions for all dijet mass bins. The QCD predictions are shown with
theoretical and total systematic uncertainties (bands), as well as the data with statistical uncertainties.
The dashed line is the prediction for a QBH signal for MD = 4.0 TeV and n= 6 in the highest mass bin.
The distributions have been offset by the amount shown in the legend to aid in visually comparing the
shapes in each mass bin.

A statistical analysis is performed on each of the five ! distributions to test the overall consistency
between data and QCD predictions. A binned log-likelihood is calculated for each distribution assuming
that the sample consists only of QCD dijet production. The expected distribution of this likelihood is
then determined using pseudoexperiments drawn from the QCD MC sample and convolved with the
systematic uncertainties as discussed above.

The p-values determined from the observed likelihoods are shown in Table 1, in the column labelled
“LL”, for log-likelihood. These indicate that there is no statistically significant evidence for new phenom-
ena in the ! distributions, and that these distributions are in reasonable agreement with QCD predictions.
The variations for these p-values are due in part to statistics varying for the different dijet mass bins.

6

Quantum black hole 
prediction for reduced 
Planck mass = 4 TeV

and six extra dim.

• Cross section measured in 5 
dijet mass bins x 11 χ-bins

• Background prediction from 
Pythia 6 with bin-specific 
NLOJet++ k-factor

• The “BumpHunter” algorithm 
finds the largest discrepancy 
for the first five χ-bins at 
2 TeV < mjj < 2.6 TeV:
p-value: 0.24

Observables
• Search for new physics in dijet mass and angular distributions

• Observables:

- Dijet mass, mjj

‣ SM predicts steeply falling spectrum, NP predicts bump or rise at high mjj

- Normalized spectra of χ = exp(|y1-y2|) = exp(2|y*|), y* = (y1-y2)/2 in coarse bins 
of dijet mass:

‣ 11 χ bins between χ = 1 (|y*| = 0) and χ = 30 (|y*| ~ 1.7)

‣ 5 dijets mass bins: 800 - 1200 - 1600 - 2000 - 2600 - 7000 GeV

‣ SM predicts distributions ± flat, NP predicts rise at low χ
- Fχ(mjj) = N(|y*| < 0.6) / N(|y*| < 1.7), y* = (y1-y2)/2 as function of dijet mass

‣ SM predicts ratio to be flat, NP predicts a bump or a rise at high mjj

4Friday, June 15, 12

χ = e2|y*|

QCD
Background

New Physics
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of the analysis is performed (blue line) and the boundary below which an offset is calculated for the MC
background (red line), as explained below.

Systematic effects, such as NLO scale and JES uncertainties, can be seen to cause a combination
of two effects on the F!(mj j) distribution: a dijet mass independent shift of the F!(mj j) distribution,
and a change of its shape. In order to improve the MC description at low dijet masses and in order to
reduce the impact of systematic uncertainties on the statistical tests, a dijet mass independent offset is
applied to all MC predictions. This offset is obtained using maximum likelihood fits on the dijet mass
region below 1560 GeV. The offset value found for the QCD prediction is +0.0065, compatible with zero
within uncertainties. The dijet mass region below 1560 GeV is excluded from the succeeding statistical
analyses, and the mass dependent component of systematic variations in MC is left unrestricted as low
mass data do not contain sufficient information to constrain the shape of F!(mj j) with mj j.

Two statistical tests are applied to the high mass region to determine whether the data are compatible
with the QCD prediction. The first test uses a binned likelihood assuming only QCD processes, and
including the systematic uncertainties. The p-value calculated from this likelihood is 0.052, indicating
that these data are in agreement with the QCD prediction.
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  q*: m
 Upper boundary to control region
 Lower boundary to search region

Figure 3: The F!(mj j) distribution in mj j. The QCD prediction is shown with theoretical and total
systematic uncertainties (bands), and data (black points) with statistical uncertainties. The two vertical
lines indicate the control region (red line) –where the offset is determined, as is explained in the text– and
the search region (blue line) for new physics. Various expected new physics signals are shown: a contact
interaction with # = 7.5 TeV, an excited quark with mass 2.5 TeV and a QBH signal withMD = 4.5 TeV.

The second test consists of applying the BUMPHUNTER and TAILHUNTER algorithms [33, 34]
to the F!(mj j) distributions, including systematic uncertainties and assuming binomial statistics. Only
dijet masses above 2060 GeV have been included. The test scans the data using windows of varying
widths and identifies the window with the largest excess of events with respect to the background. The
BUMPHUNTER finds the most discrepant interval from 2209 GeV to 3498 GeV, with a p-value of 0.082,
corresponding to 1.39$ . The TAILHUNTER finds the most discrepant interval from 2209 GeV onwards,
with a p-value of 0.090, corresponding to 1.34$ .

8

• Background prediction from 
Pythia 6 with bin-specific 
NLOJet++ k-factor

• p-value with binned 
likelihood: 0.052

• Largest discrepancy: 
Global significance of 1.39σ 
(p-value 0.082) for masses 
in 2209-3498 GeV

Observables
• Search for new physics in dijet mass and angular distributions

• Observables:

- Dijet mass, mjj

‣ SM predicts steeply falling spectrum, NP predicts bump or rise at high mjj

- Normalized spectra of χ = exp(|y1-y2|) = exp(2|y*|), y* = (y1-y2)/2 in coarse bins 
of dijet mass:

‣ 11 χ bins between χ = 1 (|y*| = 0) and χ = 30 (|y*| ~ 1.7)

‣ 5 dijets mass bins: 800 - 1200 - 1600 - 2000 - 2600 - 7000 GeV

‣ SM predicts distributions ± flat, NP predicts rise at low χ
- Fχ(mjj) = N(|y*| < 0.6) / N(|y*| < 1.7), y* = (y1-y2)/2 as function of dijet mass

‣ SM predicts ratio to be flat, NP predicts a bump or a rise at high mjj

4Friday, June 15, 12

 Fχ = N(|y*|<0.6) / N(|y*|<1.7)

Used to set limits on several 
New Physics models

BumpHunter
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prediction [22] showed that the variation among three different choices of MC tune and PDF set was less
than 4% for the expected limits.

The resulting limits for excited quarks are shown in Fig. 4 (a). For q∗, the acceptanceA ranges from
39 to 49% for mq∗ varying from 1.0 to 4.0 TeV, and is never lower than 44% for masses above 1.2 TeV.
The main impact on the acceptance comes from the rapidity selection criteria. The expected lower mass
limit at 95% C.L. for q∗ is 3.09 TeV, and the observed limit is 3.35 TeV. The limits for colour octet scalars
are shown in Fig. 4 (b). The expected mass limit at 95% C.L. is 1.94 TeV, and the observed limit is 1.94
TeV.

11 Limits on new resonant phenomena from the F!(mj j) distribution
The Bayesian approach employed to set exclusion limits on new resonant phenomena with the dijet

mass spectrummay be applied to the F!(mj j) distribution (see Fig. 3), provided that the NP models under
consideration do not include interference with QCD. Unlike the mj j resonance analysis, the background
prediction is based on the QCDMC samples processed through full detector simulation and corrected for
NLO effects. The likelihood is constructed from two mj j distributions and their associated uncertainties,
one distribution being the numerator spectrum of the F!(mj j) distribution, and the other the denominator.
Here too, pseudoexperiments are used to convolve all systematic uncertainties, which in this case include
the JES uncertainties, and the PDF and scale uncertainties associated with the QCD prediction.

 [GeV]DM
2500 3000 3500 4000 4500 5000

 [p
b]

"
#

-410

-310

-210

-110

1

10

210

310

410

510

ATLAS Preliminary

) variable
jj

(m
!

Limits set using F
  QBH n=2
  QBH n=3
  QBH n=4
  Observed 95% CL upper limit
  Expected 95% CL upper limit
  68% band
  95% band

  QBH n=5
  QBH n=6
  QBH n=7

=7 TeVs, -1dt = 4.8 fbL$

Figure 5: The 95% C.L. upper limits on # ×A as function of the reduced Planck mass MD of the QBH
model using F!(mj j) (black filled circles). The black dotted curve shows the 95% C.L. upper limit
expected from Monte Carlo and the light and dark yellow shaded bands represent the 68% and 95%
contours of the expected limit, respectively. Theoretical predictions of # ×A are shown for various
numbers of extra dimensions.

Figure 5 shows the limits expected and observed from data on the production cross-section # times
the acceptanceA , along with theoretical predictions for the QBH model [7,8], for n ranging from 2 to 7.
For this model, generator-level studies have shown that the acceptance does not depend on the number
of extra dimensions within this range. Therefore only the QBH MC sample for n = 6 has been processed
through the ATLFAST II detector simulation, and the acceptance calculated from this sample has been
used for all values of n. The acceptance is close to 90% for all MD values. The resulting 95% C.L.

11

exclusion limits for the number of extra dimensions n ranging from 2 to 7 are shown in Table 2.

Table 2: Lower limits at 95% C.L. onMD of the QBH model with n=2 to 7 extra dimensions.
n extra Expected Observed
dimensions limit (TeV) limit (TeV)
2 3.82 3.79
3 3.95 3.93
4 4.03 4.01
5 4.09 4.06
6 4.14 4.11
7 4.18 4.15

The same analysis has been applied to detect resonances in F!(mj j) due to excited quarks. With an
acceptance close to 90% for all masses this analysis sets a 95% C.L. lower limit on Mq∗ > at 2.58 TeV
with an expected limit of 2.97 TeV.

12 Limits on CI from the F!(mj j) distribution
As was done previously with the ATLAS 2010 data sample [22], the F!(mj j) distribution (see Fig. 3)

has been used in the current study to set limits on quark contact interactions. MC samples of QCD
production modified by a contact interaction are created for values of " ranging from 4.0 to 10.0 TeV.

For the CI distributions, QCD K-factors have been applied to the QCD-only components of the inner
and outer dijet mass spectra that form the numerator and denominator of F!(mj j) respectively. This is
done by subtracting the LO QCD cross section and adding the QCD cross section corrected for NLO
effects.

Individual F!(mj j) distributions are smoothed by a fit in mj j. For the pure QCD sample (corre-
sponding to "= #) a 2nd order polynomial is used, while for the MC predictions with finite ", a Fermi
function is added to the polynomial, which has been verified to be a good representation of the onset for
contact interactions.

Next, the MC F!(mj j) distributions are interpolated in " using a 4-parameter function 4, creating a
smooth predicted F!(mj j) surface as a function of mj j and ". This surface enables integration in mj j vs
" for continuous values of ".

A Bayesian limit method is then employed, using a prior that is flat in 1/"4. From the signal fits, a
posterior probability density is constructed as a function of". The systematic uncertainties are convolved
with the posterior distribution through pseudoexperiments. For the expected limit, pseudoexperiments
are performed about the QCD background and used as pseudodata.

As in previous studies, this procedure has been applied to CI MC samples with the phase set for
destructive interference. This analysis sets a 95% C.L. lower limit on " > at 7.6 TeV with an expected
limit of 8.2 TeV.

13 Limits on CI and QBH from the 11-bin ! distributions
Bayesian analyses, performed previously with the 2010 data sample [22], have been repeated using

the 11-bin ! distribution in the highest mass bin of Fig. 2 to set 95% C.L. limits on two NP hypotheses,
CI and QBH. The highest bin includes all dijet events with mj j > 2.6 TeV.

The first model is CI with a constant prior in 1/"4. For the CI distributions, similar to the F!(mj j)
analysis, QCD K-factors have been applied to the QCD-only component of the cross section; before
normalizing the !-distributions, the LO QCD cross section has been replaced by the QCD cross section
corrected for NLO effects.

4The fitting function is f (x) = p4 1
exp(p1 (p2−log(x)))+1 + p3, x= 1/"2

12

Lower limits at 95% C.L. on MD of the 
QBH model with n=2 to 7 extra dimensions

MD: Reduced Planck mass of the 
quantum black hole model

• Using the Fχ vs mjj distribution, 
limits are set on several New 
Physics models

• Semi-model independent 
quantum black-hole models

Quark contact interactions:
Observed limit: Λ > 7.6 TeV
Expected limit: Λ > 8.2 TeV
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γ+jet resonance search 

• The γ+jet final state is sensitive to 
a number of new physics scenarios:
excited quarks, Regge string 
excitations, topological pions

• Despite the promising 
opportunities, this is the first 
published γ+jet resonance search 
in over a decade! Last γ+jet 
search published by CDF in 1994

• Pythia excited quark model used 
as benchmark

• An extension of the analysis 
including an angular resonance 
search is ongoing at ATLAS

14

Photon+Jet Resonance Models

22

Photon+jet sensitive to many models: excited quarks, Regge recurrences, topological pions
Complementary to dijet searches for some models (e.g. excited quarks)

Few searches published
• Much tighter constraint possible with LHC data

Excited quark model used as benchmark model

PRD 42 (815)

October 30, 2011 – 18 : 51 DRAFT 5

excitations in models with extra dimensions [12], Regge excitations of string theory [17, 18, 19, 20],122

and Topological Pions [21]. Non-resonant continuum enhancements are also possible, such as via the123

production of quantum black holes [22, 23]. For optimization of the present analysis, however, we124

assume the intrinsic width of any signal not much greater than the detector mass resolution. We search125

for back-to-back, high pT single photon plus single jet production through a massive resonance.126

A frequent feature of models proposing γ-jet signal processes is that dijet and γ-jet production are127

linked, with dijets produced at a higher rate than γ-jet. Hence, if suppression of the larger Standard128

Model dijet backgrounds can be obtained, the dijet channel is more sensitive than the γ-jet channel. For129

example, in the excited quark model discussed below, the dijet branching ratios are one or more orders of130

magnitude larger than the branching ratio to γ-jet, and consequently the ATLAS dijet mass and angular131

distribution analysis of 1 fb
−1

of data has ruled out excited quarks in the range 0.80 < mq∗ < 2.99 TeV132

at 95% credibility [24]. This surpasses the γ-jet expected limit obtained below with approximately half133

the data.134

There is no a priori reason to assume any new physics must prefer to decay to dijets or any other final135

states, however, so it is important to check for new physics everywhere. Moreover, even in models which136

prefer dijet decays, a dedicated search for γ-jet has value as a lower-rate, higher-purity complement to137

the dijet channel with different systematic uncertainties. Since the relationship between dijet and γ-jet138

branching ratios differs from model to model, simulataneous signals observed in both channels would139

provide both confirmation of the dijet signal and one handle to constrain the possibile underlying physics140

[19, 12].141

To convey our experimental sensitivity relative to previous and future searches and provide theorists142

with a useful point for comparison, we choose the long-standing excited quark model of [13, 12] as a143

benchmark. In that model, the LHC can singly-produce excited quarks (“q∗”) with vectorlike couplings144

to the Standard Model gauge bosons via the absorption of a gluon by a quark (Figure 5). As in the145

reference, we define the model by one parameter, the excited quark mass mq∗ , setting the compositeness146

scale equal to the mass and SU(3), SU(2), and U(1) couplings fs = f = f � = 1. This gives branching147

ratios u∗ → ug and u∗ → uγ of 0.85 and 0.02, respectively. The corresponding branching ratios for148

d-type quarks are 0.85 and 0.005. This model is implemented in Pythia as described below, and we149

assume the cross sections it provides. Since the point is to provide a convenient benchmark process, we150

do not make any further assumptions about the excited quark dynamics and thus higher order corrections151

to the cross section are undefined.152

q∗

g

q/q̄

γ

q/q̄

Figure 5: The relevant excited quark diagram.

3 Datasets and Monte Carlo Samples153

We start the analysis of the ATLAS data from the 2011 Period B and Periods D–K6 data collected on the154

EF g80 loose trigger (i.e. a loose photon with pT > 80 GeV in the egamma stream) and processed with155

Release 16
1
. After applying the standard GammaJet version 28 good run list

2
, we remove 2 runs from156

1
reprocessing tag r2276 for Period B, reprocessing/merging tags f383 m872 for Period D–K6, and JETMET p621 ntuples

2
Appendix C describes the list, the criteria used to determine it, and the luminosities of individual periods.
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TABLE I. Decay widths of excited fermions into ordinary
fermions and gauge bosons for m *=A and f, =f=f' = 1.

gv I'(f*~fV)lm*

TABLE II. Relative branching ratios Bo=I'(f ~fV)l
g v I (f ~fV) for decays of excited fermions into gauge bo-
sons for m *=A, f, =f=f' = 1, and a, =0. 11.

V

e
Q

6.5 x10-'
6.5x10-'
3.9x10-'
3.9X 10

Decay mode

v ~vZ
v ~eW

BG

0.39
0.61

Decay mode

e*~ey
e*~eZ
e ~vW

BG

0.28
0.11
0.61

listed in Table I, i.e., approximately 70 GeV for e* and
400 GeV for q* if the masses are set to m *=10TeV and
f,=f=f'=1. According to Eq. (10}decays of excited
quarks into gauge bosons predominantly yield a quark
plus a gluon. Radiative transitions and decays into
quarks and a weak boson will typically appear at
O(a/a, ), i.e., at the few % level. Excited lepton decays
mediated by electroweak interactions mostly result in a
%boson and an ordinary lepton. As long as the f' mass
is sufficiently large compared to m~ and mz the branch-
ing ratios will be insensitive to m*. The relative gauge
branching ratios BG=I'(f ' ~fV )/g v Pf' ~fV) a«
summarized in Table II.
The widths can however be significantly increased by

decays which are mediated by contact interactions.
From Eqs. (3) and (4) one obtains

N,'S' .

N,'=3 or 1 is the number of colors of the light fermionf', and S' is an additional combinatorical factor:
S'=1 for fWf',
S'=—', for f=f' and quarks,
S'=2 for f=f' and leptons .

For three generations and m ' =A = 10 TeV, Eq. (11)
leads to f* widths of -1 TeV, i.e., 10% of the mass of
the excited states. This is still in the same ballpark as the
gauge decay widths of excited quarks; however, excited
lepton states can have a much larger width than predict-
ed by the electroweak decay channels —a natural conse-
quence of the strong interactions at the subconstituent
level. More details on the total widths and branching ra-
tios are summarized in Table III. Excellent signatures
are predicted by the large fraction of decays with leptons
in the final state, that are a consequence of the uniform
coupling among quarks and leptons through the contact
interactions Eq. (3). The relative importance of decays

Q ~Qg
Q ~QP
Q ~QZ
u*~dW

0.85
0.02
0.03
0.10

~dg
d ~dp
d*~dZ
d —+QW

0.85
0.005
0.05
0.10

mediated by contact interactions depends, however, rath-
er strongly on the ratio m */A. This is obvious from Eqs.
(5), (6), and (11).

IV. PRODUCTION IN pp AND pp COLLISIONS

A. q production via quark-gluon fusion

The cross section for the gluonic excitation of quarks,
qg ~q *,at hadron colliders [see Fig. 2(a)] is given by

Excited quarks can be produced in pp and pp collisions
through a variety of mechanisms. The most obvious re-
action is q*q ' pair creation via quark-antiquark annihi-
lation or gluon-gluon fusion. " The corresponding cross
section can be predicted reliably, yet it turns out to be so
small that discriminating the signal from the ordinary
QCD and electroweak background processes would be
rather difficult. Much more promising are the gluonic
excitation of quarks g +q ~q *, and the excitation
through contact interactions, e.g., qq —+qq * or
qq~q'q *. The subsequent decay of excited quarks
leads to peaks in the jet-photon invariant-mass spectrum,
or in the invariant-mass distributions of jets and jets-
plus-lepton pairs. Excited leptons can be produced at
hadron colliders either singly, via qq ~l/ ', l*l, or pair-
wise, via qq ~1'I ', through contact interactions
(I=e,v}. Their decays lead to lepton-photon pairs, or
final states consisting of three leptons, or one lepton plus
a quark pair. The quark pairs come either from decays
into 8'and Z bosons or from decays mediated by preon
contact interactions. The first indication for the produc-
tion of novel excited fermions thus could be the copious
production of leptons —at rates much larger than expect-
ed in the framework of the standard model.

TABLE III. Decay widths of excited fermions mediated by gauge (G) and contact interactions (CT)
for m *=A and f, =f =f'=1. The last column gives the percentage of decays leading to at least one
lepton in the final state.

V

Q
d*

I „,/m*
8.9x10-'
8.9x10-'
1.2x10-'
1.2x10-'

0.07
0.07
0.32
0.32

0.93
0.93
0.68
0.68

Leptonic decays/all

100%%uo

100%
16.3%
16.3%

Phys. Rev. D42 (1990) 815

Phys. Rev. Lett. 108, 211802 (2012)

Well-measured photon: better 
sensitivity where stats are available

http://prd.aps.org/abstract/PRD/v42/i3/p815_1
http://prd.aps.org/abstract/PRD/v42/i3/p815_1
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FIG. 5: dσ/dM (units of fb/GeV) vs. M (TeV) is plotted for the case of SM QCD background

(dashed) and (first resonance) string signal + background (solid).

cross section per interval of M for pp → γ + jet + X is given by [27]

dσ

dM
= Mτ

∑

ijk

[∫ 0

−Ymax

dY fi(xa, M) fj(xb, M)

∫ ymax+Y

−(ymax+Y )

dy
dσ

dt̂

∣∣∣∣
ij→γk

1

cosh2 y

+

∫ Ymax

0

dY fi(xa, M) fj(xb, M)

∫ ymax−Y

−(ymax−Y )

dy
dσ

dt̂

∣∣∣∣
ij→γk

1

cosh2 y

]

(24)

where i, j, k are different partons, τ = M2/s, xa =
√

τeY , and xb =
√

τe−Y . The kinematics
of the scattering provides the relation

k⊥ =
M

2 cosh y
(25)

which, when combined with the standard cut k⊥ ! k⊥,min, imposes a lower bound on y to be
implemented in the limits of integration. (For details see Appendix III.) The Y integration
range in Eq. (24), Ymax = min{ln(1/

√
τ), ymax}, comes from requiring xa, xb < 1 together

with the rapidity cuts |y1|, |y2| ≤ 2.4. Finally, the Mandelstam invariants occurring in the
cross section are given by ŝ = M2, t̂ = −1

2M
2 e−y/ cosh y, and û = −1

2M
2 e+y/ cosh y.

10

Phys. Rev. D78 016005 (2008)

FIG. 2: Behavior of the QCD cross section for pp → γ + jet (dot-dashed line) as a function of

k⊥,min. The string cross section overlying the QCD background is also shown as a solid line, for
Ms = 1 TeV.

section and number of events (before cuts) in a 100 fb−1 run at LHC, for k⊥,min = 300 GeV,
as a function of the string scale Ms. Next, we explore the LHC discovery potential by
computing the signal-to-noise ratio (signal/

√
SM background ≡ S/N). For a 300 GeV cut

in the transverse momentum, the QCD cross section (shown in Fig. 2) is about 8 × 103 fb,
yielding (for 100 fb−1)

√
SM background ≈ 895. A point worth noting at this juncture: to

minimize misidentification with a high-k⊥ π0, isolation cuts must be imposed on the photon,
and to trigger on the desired channel, the hadronic jet must be identified [22]. We will leave
the exact nature of these cuts for the experimental groups, and present results for a generous
range of direct photon reconstruction efficiency. To do so, we define the parameter

β =
background due to misidentified π0 after isolation cuts

QCD background from direct photon production
+ 1 . (22)

Therefore, the noise is increased by a factor of
√

β, over the direct photon QCD contribution.
Our significant results are encapsuled in Fig. 4, where we show the discovery reaches of the
LHC for different integrated luminosities and κ2 = 0.02. A detailed study of the CMS
potential for isolation of prompt-γ’s has been recently carried out [23], using GEANT4
simulations of γ + jet events generated with Pythia. This analysis (which also includes γ’s

7

mγj

pTγ

γ+jet
Regge excitations of a 
fundamental string at “string 
disk” level (tree level)

Results in Gaussian shaped 
mγj resonance

mstring = 3 TeV 

http://prd.aps.org/abstract/PRD/v78/i1/e016005
http://prd.aps.org/abstract/PRD/v78/i1/e016005
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FIG. 1. Invariant mass of the photon+jet pair for events pass-
ing the final selection. Overlaid: the fitted background func-
tion integrated over each bin (stepped solid line), the most
discrepant region identified by BumpHunter (two dashed
vertical lines), and three examples of excited-quark signals,
normalized to luminosity, as described in the text. The bot-
tom panel shows the statistical significance of the difference
between data and background in each bin.

interval. The significance of the outcome is evaluated
using the ensemble of possible outcomes for the signifi-
cance of any region in the distribution in the background-
only hypothesis, obtained by repeating the analysis on
pseudodata drawn from the background function. Be-
fore including systematic uncertainties, the probability
(p-value) of observing a background fluctuation at least
as significant as the above, including the trials factor, or
“look-elsewhere” effect, is 20%. Inclusion of systematic
uncertainties renders the p-value similarly large.

Lacking evidence of any signal, we exclude two types
of photon+jet signals: a generic signal with Gaussian
distribution and arbitrary production cross section, and
the excited-quark model. We compute Bayesian limits at
95% credibility level (CL) using a prior probability den-
sity that is constant for positive values of the signal pro-
duction cross section and zero for unphysical, negative
values, as described in Ref. [40]. We consider system-
atic uncertainties on expected signal yield due to imper-
fect knowledge of the detector: the integrated luminosity
(3.7%), trigger efficiencies (<0.5%), and signal photon
identification efficiencies (2.0%). The last of these con-
sists of isolation (0.4%), pile-up interactions (0.5%), con-
versions (1.2%), simulation mismodeling (1.3%), and the
extrapolation of the photon identification efficiency to
high pT (<0.3%). Uncertainties on photon energy scale

(0.5–1.5%), jet energy scale (2–4%), and jet energy res-
olution (5–15%) contribute through their effects on the
signal distribution. These systematic uncertainties are
treated as marginalized Gaussian nuisance parameters in
the limit calculation.
We also evaluate two systematic uncertainties on the

background estimate. To account for the statistical un-
certainties on the background fit parameters, we repeat-
edly fit the background function to pseudodata for each
bin drawn from Poisson distributions. The mean of the
Poisson distribution for a given bin corresponds to the
number of entries actually observed in that bin in the
data. We then take the variation in the fit predictions
for a given bin, 0.5% of the background at low mass to
almost 10% of the background at 2 TeV, as indicative
of the systematic uncertainty. We treat this bin-by-bin
uncertainty in the limit as fully correlated, using a sin-
gle nuisance parameter that scales the entire background
distribution.
While our function can describe the mγj shape for di-

rect photon production, as modeled in the Pythia di-
rect photon+jet simulation, the function need not remain
a good description of the full distribution after includ-
ing nonisolated and fragmentation photon events. For
example, the function describes the next-to-leading or-
der prediction implemented in jetphox, which includes
the fragmentation photon contributions, for some viable
choices of theory parameters but not for others.
The second background systematic uncertainty ac-

counts for any unmodeled features of fragmentation pho-
ton events in our isolated photon sample. We fit the
background function to the mγj distribution in the con-
trol data selected with the inverted isolation requirement,
then measure for eachmγj bin the magnitude of any devi-
ation from the fit, and assign the ratio of the deviation to
the fit expectation as a parametrization bias systematic
uncertainty. To extrapolate this uncertainty to largemγj

where few control data exist, we fit the tail mγj > 1 TeV
with a two-degree polynomial.
Figure 2 shows the model-independent limits on the ef-

fective cross section, cross section σ times branching frac-
tion B times acceptance A times efficiency ε, of a poten-
tial signal as a function of the central mass of each signal
template. We take the signal lineshape to be a Gaussian
distribution with one of three widths, σG/mG = 5%, 7%,
and 10% of the central mass of the Gaussian. The limit
weakens as the width increases and the peak becomes less
distinct. For example, for a 1 TeV signal the limit for a
width of 10% is 1.6 times the limit for a width of 5%.
The limit on the effective cross section in the excited-

quark model is shown in Fig. 3 as a function of the q∗

mass. Also shown are ±1σ and ±2σ uncertainty bands
indicating the underlying distribution of possible limit
outcomes in the background-only hypothesis. The solid
line indicates the prediction from the Pythia excited-
quark implementation. We exclude such excited quarks

Kinematic selection 
(acceptance)

• pTγ > 85 GeV
• pTjet > 30 GeV
• mγj > 260 GeV
• ΔR(γ,j) > 0.4

 j is any jet w pT > 30 GeV

• Background estimated 
by fit to data across all 
bins using same 
functional form as for 
dijet analysis

• The “BumpHunter” 
algorithm finds most 
significant excess for 
784< mγj <1212 GeV 
with p-value = 0.20
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with masses below 2.46 TeV at 95% CL, complement-
ing the more stringent exclusion below 2.99 TeV on this
specific q∗ model in the dijet final state [22].
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FIG. 2. The 95% CL upper limits on σ × B × A × ε for a
hypothetical signal with Gaussian mγj distribution decaying
to a photon and a jet as a function of the signal mass, mG,
for three values of the relative Gaussian width σG/mG and
taking into account systematic uncertainties.

In conclusion, the photon+jet mass distribution mea-
sured in 2.11 fb−1 of pp collision data collected at

√
s =

7 TeV by the ATLAS Collaboration has been examined
for narrow resonances. The observed distribution extends
up to masses of about 2 TeV. It is well described by a
smooth function fitted to it and assumed to represent the
SM expectation. No evidence for the production of reso-
nances is found. We set limits at 95% CL on Gaussian-
lineshape and excited-quark signal using Bayesian statis-
tics. The limits on Gaussian resonances, for example, ex-
clude 2 TeV resonances with effective cross sections near
5 fb. We also exclude the excited-quark model in the
photon+jet final state for masses up to 2.46 TeV. The
limits reported here on resonant production of new par-
ticles in the photon+jet final state are the most stringent
limits set to date in this channel.
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Model-independent cross section 
limits on Gaussian signals

Excited quark cross section limit:
2.46 TeV @ 95% CL

previous limit: 460 GeV (!)
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Using a QCD sample and a finite set of MC CI samples with ! varying between 4.0 TeV and 10.0
TeV, each "-bin is fitted as function of ! against the same 4-parameter function used for the F"(mj j)
analysis, allowing for a smooth integration of the posterior probability density functions over !. This
analysis sets a 95% C.L. lower limit on !> at 7.8 TeV with an expected limit of 8.7 TeV.

The second model is QBH with n= 6 with a constant prior in cross section. Similarly to what is done
for CI, the QCD sample together with a finite set of QBH samples with MD ranging from 2.0 TeV to 6.0
TeV, is fitted to the same smooth function in every "-bin to enable integration of the posterior probability
density functions over MD. The expected and observed 95% C.L. lower limits on MD are 4.23 TeV and
3.96 TeV respectively.

14 Conclusions
Dijet mass and angular distributions have been measured by the ATLAS experiment over a large

angular range, and spanning dijet masses up to approximately 4.0 TeV, using 4.8 fb−1 of pp collision
data at 7 TeV. No resonance-like features have been observed in the dijet mass spectrum, and all angular
distributions are consistent with QCD predictions. This analysis places limits on a variety of hypotheses
for physics phenomena beyond the Standard Model, as summarised in Table 3 .

Table 3: The 95% C.L. lower limits on the masses and energy scales of the models examined in this
study. All limit analyses are Bayesian, with statistical and systematic uncertainties included. For each
NP hypothesis, the result corresponding to the highest expected limit is the result quoted in the abstract.

Model, and Analysis Strategy 95% C.L. Limits (TeV)
Expected Observed

Excited quark, mass of q∗
Resonance in mj j 3.09 3.35
Resonance in F"(mj j) 2.97 2.58

Colour octet scalar, mass of s8
Resonance in mj j 1.94 1.94

Quantum Black Hole for n= 6,MD
F"(mj j) 4.14 4.11
11-bin " , mj j > 2.6 TeV 4.23 3.96

Contact interaction, !, destructive interference
F"(mj j) 8.2 7.6
11-bin " , mj j > 2.6 TeV 8.7 7.8

13

95% CL low limits on masses and energy 
scales of the New Physics models probed

Dijet results √s = 7 TeV, 4.8 fb-1

γ+jet search results
√s = 7 TeV, 2.1 fb-1

• Cross section limits on generic 
Gaussian-shaped signals

• Excited quark below 2.46 TeV 
excluded @ 95% CL

No significant excess observed

Limits on generic and several
specific New Physics models

Dijet search results
√s = 8 TeV, 5.3 fb-1

• Cross section limits on generic 
Gaussian-shaped signals

• Excited quark below 3.66 TeV 
excluded @ 95% CL

previous limit: 460 GeV

+300 GeV limit due to 7→8 TeV
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Search for New Phenomena in Dijet Mass and Angular Distributions
ATLAS-CONF-2012-038 
4.8/fb. March 2012

Search for production of resonant states in the photon-jet mass 
distribution using pp collisions at sqrt(s) = 7 TeV collected by the 
ATLAS detector 
Plots and more Info
arXiv:1112.3580
Phys. Rev. Lett. 108, 211802 (2012) 
2.11/fb December 2011

Search for New Phenomena in the Dijet Mass Distribution using 5.8 fb-1 
of pp Collisions at sqrt(s)=8 TeV collected by the ATLAS Detector

ATLAS-CONF-2012-088
July 2012

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/CONFNOTES/ATLAS-CONF-2012-038/
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/CONFNOTES/ATLAS-CONF-2012-038/
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PAPERS/EXOT-2011-04/
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PAPERS/EXOT-2011-04/
http://arxiv.org/abs/1112.3580
http://arxiv.org/abs/1112.3580
http://prl.aps.org/abstract/PRL/v108/i21/e211802
http://prl.aps.org/abstract/PRL/v108/i21/e211802
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/CONFNOTES/ATLAS-CONF-2012-088/
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/CONFNOTES/ATLAS-CONF-2012-088/
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B Event displays of the highest dijet mass event

Figure 5 is the event display for the highest-mass dijet event entering the analysis (m j j=4.1 TeV,

event number 34879440, run 205113).

Figure 5: The highest-mass central dijet event with the highest-pT jet collected by the end of June, 2012

(Event 34879440, Run 205113): the two central high-pT jets have an invariant mass of 4.1 TeV, and the

highest-pT jet has a pT of 2.1 TeV, and the subleading jet has a pT of 1.9 TeV. The missing ET and Sum

ET for this event are respectively 63 GeV and 4.2 TeV. Only tracks with pT > 400 MeV are displayed.

The event was collected on June 18th, 2012.

13
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  • Excellent LAr calorimeter, 
200k channels, total coverage 
|η| < 4.9

• Hadronic tile scintillator/
steel calorimeter

• Inner tracker, |η| < 2.5
Silicon pixel
Silicon microstrip
TRT

The ATLAS calorimeters
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the FCal2 and FCal3 modules are read out from the downstream ends. This arrangement is to 
minimize the radiation exposure to the readout cables, in particular avoiding the region near 
hadronic shower max between FCal1 and FCal2. There are 16 such troughs on FCal1 and FCal2 
to contain the FCal1 readout cables. FCal3 has an additional 8 troughs for the FCal2 readout 
cables and Plug3 has an additional 4 (for a total of 28) for the FCal3 readout cables. Each trough 
holds four cable harnesses, each harness containing up to 64 miniature coaxial readout cables. 
These cables are held in place by copper “trough covers”. 

In the ATLAS cavern the nominal beam line (lying in the plane of the LHC ring) slopes 
downward at an angle of about 0.704 degrees to the horizontal when moving around the LHC 
ring in the counter-clockwise direction as viewed from above. In the ATLAS physics coordinate 
system the origin is at the IP and the z-axis is along this nominal beam line and points counter-
clockwise as viewed from above, i.e. towards downtown Geneva. The x-axis is normal to the 
nominal beam, lies in the horizontal plane, and points roughly towards the center of the LHC ring. 
The y-axis is normal to the nominal beam and to the x-axis and therefore points at angle 0.704 
degrees from the vertical [21]. At design luminosity the proton bunches in the ATLAS cavern 
follow a path lying in the y-z plane with angle to the nominal beam of about 150 µradians in the 
upwards direction, crossing the nominal beam line at the IP ([2], page 257). Therefore each proton 
has a y-component of momentum of about +1 GeV/c so that the center-of-mass of the incident 
proton-proton system has a y-component of momentum of about +2 GeV/c. 

Each module, with its various groupings of electrodes, has several symmetries about the 
nominal beam line and the IP. The FCalA and FCalC modules have a parity symmetry about the 
IP. That is, at position x, y, z on the FCalA one will find an exact upside down mirror image of 
the feature at -x, -y, -z on the FCalC. Further each module is symmetric under 180 degree 
rotation about the z-axis. Or, stated another way, each module possesses a parity symmetry in 
the x-y plane, i.e. at position x, y, z one will find an upside down version of the feature found 
at -x, -y, z on the same module. And each module on the C-end is mirror symmetric to its 
corresponding module on the A-end, that is, a feature at x, y, z on a module at the A-end is a 
mirror image of the feature at x, y, -z on the corresponding module on the C-end. These 
symmetries apply not only to the electrode locations but also to the tube-group patterns, the 
readout tile shapes, and the trigger proto-towers. A relatively simple transformation takes the 

 
Figure 7. Cut-away side-view of the FCal assembly in the cryostat support tube. The IP is off to the left. 
From left to right are FCal1, FCal2, FCal3, and Plug3. 

FCal:  3.1 < |η| < 4.9
Designed to operate in very 
high rate environment
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• Jets reconstructed from calorimeter clusters using the anti-kt jet finding algorithm with 
distance parameter R = 0.6

• Jet are calibrated to the hadronic scale in three steps:

• JES uncertainly is about 2.5% for central jets (main uncertainty for the analyses)

• Jet triggers used to collect data

Jet reconstruction and selection

23

Pile-up 
Correction

Origin 
Correction

MC-derived, main
JES calibration

Function of µ and NPV
applied to the jet at 

constituent scale, i.e.
EM- or LC-scale

Changes the jet direction
to point to the primary

vertex. Does not affect E.

Corrects the jet 4-vector
to the particle level scale.
Both the energy and direc-
tion (eta) are calibrated.

Kinematic selection, angular 
(acceptance)

• pT > 80 GeV for both jets
• |y*| < log(30)/2 ≈ 1.7
• |yB| < 1.1
• mjj > 800 GeV

Kinematic selection, mjj 
(acceptance)

• pT > 80 GeV for both jets
• |y*| < 0.6
• |y1| < 2.8, |y2| < 2.8
• mjj > 800 (850) GeV  for 2011 (2012)
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Pile-up 
Correction

Origin 
Correction Absolute EtaJES

Function of µ and NPV
applied to the jet at 

constituent scale, i.e.
EM- or LC-scale

Changes the jet direction
to point to the primary

vertex. Does not affect E.

Corrects the jet 4-vector
to the particle level scale.
Both the energy and direc-
tion (eta) are calibrated.16 ATLAS collaboration: Jet measurement with the ATLAS detector
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Fig. 9: Average simulated jet response (Rjet
EM) at the electro-

magnetic scale in bins of EM+JES calibrated jet energy and as
a function of the detector pseudorapidity ηdet. Also shown are
the η-intervals used to evaluate the JES uncertainty (see Ta-
ble 2). The inverse of the response shown in each bin is equal
to the average jet energy scale correction (Fcalib).
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Fig. 10: Difference between the jet pseudorapidity calculated
using an origin correction and the true jet pseudorapidity in
bins of the calorimeter jet energy calibrated with the EM+JES
scheme as a function of the detector pseudorapidity |ηdet|.

dorapidity ηdet
12. For each (E jet

truth,ηdet)-bin, the averaged jet965

response
〈

Rjet
EM

〉

is defined as the peak position of a Gaussian966

fit to the E
jet
EM/E

jet
truth distribution. In the same (E jet

truth,ηdet)-bin,967

in addition, the average jet energy (
〈

E
jet
EM

〉

) is derived from the968

mean of the E
jet
EM distribution. For a given ηdet-bin k, the jet re-969

sponse calibration function Fcalib,k(E
jet
EM) is obtained using a fit970

of the (
〈

E
jet
EM

〉

j
,
〈

Rjet
EM

〉

j
) values for each E

jet
truth-bin j.971

12 Here, pseudorapidity refers to the original reconstructed jet before
the origin correction.

The fitting function is parameterised as: 972

Fcalib,k(E
jet
EM) =

Nmax

∑
i=0

ai

(

lnE
jet
EM

)i
, (9)

where ai are free parameters, and Nmax is chosen between 1 and 973

6 depending on the goodness of the fit. 974

The final jet energy scale correction that relates the mea- 975

sured calorimeter jet energy to the true energy is then defined 976

as 1/Fcalib(Ecalo
EM ) in the following: 977

E
jet
EM+JES =

E
jet
EM

Fcalib(E
jet
EM)|ηdet

, (10)

where Fcalib(E
jet
EM)|ηdet

is the jet response calibration function 978

for the relevant ηdet-bin k. 979

The average jet energy scale correction
〈

1/Fcalib,k(EEM
calo)

〉

980

is shown as a function of calibrated jet transverse momentum 981

for three jet η-intervals in Figure 8. In this and the following 982

figures the correction is only shown over the accessible kine- 983

matic range, i.e. values for jets above the kinematic limit are 984

not shown. 985

The calorimeter jet response Rjet
EM is shown for various en- 986

ergy- and ηdet-bins in Figure 9. The values of the jet energy 987

correction factors range from about 2.1 at low jet energies in 988

the central region to less than 1.2 for high energy jets in the 989

most forward region. 990

8.4 Jet pseudorapdity correction 991

After the jet origin and energy corrections the origin-corrected 992

jet η is further corrected for a bias due to poorly instrumented 993

regions of the calorimeter. In these regions topo-clusters are 994

reconstructed with a lower energy with respect to better instru- 995

mented regions (see Figure 9). This causes the jet direction to 996

be biased towards the better instrumented calorimeter regions. 997

The η-correction is derived as the average difference ∆η = 998

ηtruth −ηorigin in (E truth,ηdet)-bins, and is parameterised as a 999

function of the calibrated jet energy Ecalo
EM+JES and the uncor- 1000

rected ηdet. The correction is very small (∆η < 0.01) for most 1001

regions of the calorimeter but larger in the transition regions. 1002

The size of the bias is illustrated as a function of the detec- 1003

tor pseudorapidity |ηdet| and EM+JES calibrated jet energy in 1004

Figure 10. 1005

9 Jet energy scale uncertainties for the 1006

EM+JES scheme 1007

The JES systematic uncertainty is derived combining informa- 1008

tion from the single hadron response measured in situ and sin- 1009

gle pion test-beam measurements, uncertainties on the amount 1010

of material of the ATLAS detector, the description of the elec- 1011

tronic noise, and the Monte Carlo modelling used in the event 1012

generation. Dedicated Monte Carlo simulation test samples are 1013

generated with different conditions with respect to the nominal 1014

Monte Carlo sample described in Section 4.3. These variations 1015

calibration

14 ATLAS collaboration: Jet measurement with the ATLAS detector
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Fig. 7: Jet offset as a function of the number of primary vertices for several ranges of p
track jet
T values. The track jet offset is

derived for calorimeter tower jets at the EM scale (a), topo-cluster jets at the EM scale (b), calorimeter tower jets at the EM+JES
scale (c), and topo-cluster jets at the EM+JES scale (d). Only statistical uncertainties from the fit results are shown.
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• Consider LO dijet production

• Both jets balanced in transverse plane

• Rapidity separation:
Δy = |y1−y2| = 2 y*

• Parton momentum fraction x given by

y1=y*

y2=−y*

y1=y*+yboost

y2=−y*+yboost

CM:

LAB:
high-x quark low-x gluon

yboost = 0.5 ln(x1/x2)


