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Four large detectors 
(here: ATLAS) 
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Data acquisition system 
records individual events 

(here: Higgs➞γγ candidate 
measured by CMS) 
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Billions of events reconstructed  
and analysed statistically 

for a published physics result 
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Fast: just days from last data 
taken to full statistics analysed 
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SM effective potential

Stability of the EW vacuum
Results

Conclusions

The Higgs sector of the SM
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G.Degrassi, S. Di Vita, J.EM, J. Espinosa, G.F. Giudice, G. Isidori, A. Strumia. (tomorow in arXiv)

J. Elias-Miró Stability of the EW vacuum

Theorists eagerly await the results to 
compare with their favourite ideas 

J.Elias-Miró / Barcelona	
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J. Elias-Miró Stability of the EW vacuum

New / refined measurements  
to exclude hypotheses 

4 July: 5.9σ in H ￫ γγ, ZZ, WW 
Now: work to include bb, ττ, ...#
Assess more boson properties#
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We need three things… 

 

 
 

Accelerators 
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Origins of Mass 
 
 
 
 
 
 

  
 

  Dark energy 
 

 Cosmic Particles 
 

 The Cosmic  
  Frontier 

 
 
 

Neutrino Physics  
 
Proton Decay 
 
The Intensity  
Frontier            

Physics and Technology 

Physics Frontiers 
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Dark matter Matter/Anti-matter 
Asymmetry 

Origin of Universe 
 

Unification of Forces 
 

New Physics 
Beyond the Standard Model 

 

 
 

Experiment 
 
 
 
 
 
 

 
 

 
 
Detectors        
  

 
 

Simulation 

Along Three Paths 

 
 

 
 
Theory        
  

 
 

  Computing 

Enabled by  
Advanced Technologies in:  

Glen Crawford / DOE	
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Proton-Proton collisions at LHC – parameters 2012 

µ µ 
n n 

p p 

γ	

γ	



n n 
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LHC parameters 2012: 
4 TeV   Proton energy 
7*1033cm-2s-1 Luminosity 
1380   Bunches per beam 
1.6*1011   Protons per bunch 
50 ns      Bunch spacing  
15 µm   Beam spot size 
25    Interactions/bunch crossing 

Bunch Crossings 2x107 Hz 

Proton-Proton Collisions 0.5*109 Hz 

Quark/Gluon Collisions p p H 

µ + 

µ - 

µ + 

µ - 
Z 

Z 

Production of heavy particles 10+3…-7 Hz 
(W, Z, t, Higgs, SUSY,…) 

0.4 A  
per beam 
 
140 MJoule 
per beam 

15m 
(50ns) 

8cm 
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High data rates and high event complexity 

ATLAS: Status of SM Higgs searches, 4/7/2012 

The BIG challenge in 2012: PILE-UP 

Z μμ 

8 

Experiment’‛s  
design value  
(expected to be 
reached at L=1034 !)  

Z μμ event from 2012 data with 25 reconstructed vertices 

ATLAS: Status of SM Higgs searches, 4/7/2012 36 

4μ candidate with m4μ= 125.1 GeV 

pT (muons)=  36.1, 47.5, 26.4, 71 .7GeV   m12= 86.3 GeV, m34= 31.6 GeV 
15 reconstructed vertices 

candidate Higgs → 4µ event  

20 M bunch crossings / second 
25 reactions on average per 
bunch crossing, overlaid with the 
interesting interaction (“pileup”) 
500 interesting interactions 
recorded per s: 1-2 B per year 
Each takes on average 25 s CPU 
to reconstruct 
Raw data size ~1 MB / event 

avg pileup over fill: 26 
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Detector status 

H. Bachacou, CEA-Saclay/CERN LHCC, 26/10/2012 3

Data-Taking in 2012

 15 fb-1 delivered luminosity
 14 fb-1 recorded by ATLAS
 Data-quality efficiency ~ 94%

→ Stable over entire period April-Sep

 Total efficiency (delivered → 
physics) ~ 88%
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Trigger this year 

H. Bachacou, CEA-Saclay/CERN LHCC, 26/10/2012 4

Trigger in 2012

Single lepton  
threshold 
correspond to 
offline cuts pT >25 
GeV (unchanged 
during 2012)

Low-threshold  
dimuon triggers 
disabled at 
highest L due to 
Level 1 constraint 
of ~75kHz

Lower (60 GeV) threshold 
ETMISS trigger 
below ~ 6 1033/cm2/s

Jet/ETMiss baseline 
triggers expected 
to hold till end of 
the year

Trigger
optimized to 
make full use of 
current 
ressources 

(Main) streams sizes up to 3rd technical stop:
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Distribution of work on the Grid 

Raw data from detector and data 
types during reconstruction  
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WLCG - worldwide LHC computing grid 
CPU and storage capacity distributed around the globe 

Worldwide LHC Computing Grid (WLCG): ~ 150 computing centres in ~ 35 countries 

~250k CPU cores 
~100 PB disk 
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Total data volume used on disk and tape 
accumulated by ATLAS to date 

100 PB 

Is 100 PB much? 
Yes – 100’000 Terabyte disks 

No – just 0.03% of yearly world production of disks (300 Exabyte) 
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•Tier&0:)keeping)up)well,)using)6&7000)CPU)cores,)also)done)TS1)fast)repro

•Tier&1)and)2:)We*can*use*much*more*CPU*and*some*more*disk)than*pledged)&)thanks!

•Extended)p&p)run)gives)about)2*)planned)data)volume)&)covered)by)extra)pledges)and)early)
deployment)of)2013)resources)&)thanks!

2

TierJ1*CPU*/*HS06

TierJ2*CPU*/*HS06

TierJ1*disk*/*PB

TierJ2*disk*/*PB

500k

700k

25

25

simulation

user*analysis

reco*for*simu

mc11

data11
mc10 data12

mc12

Mar12 Sep12

mc11

data11 data12

mc12

Current*status*of*computing

(i.e.*~50k*CPU*cores)

Current status of computing 

Massive 8 TeV MC production 
1500 distinct ATLAS users 
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Status and plans for Long Shutdown 1 (LS1) Computing*Resource*Usage*in*2012,*2013=15*
•Running&very&well&in&2012,&but&CPU&limitations&in&MC&production

•Extra&resources&for&2012&pAp&run&extension*are*under*control:*thanks*to*early*
deployment!**(plus,'had'to'reduce'data'distribution)

•Brief*outline*of*our*resource*planning*guidelines*for*2013=2015:

•In&2013:

•There*will*be*one*full*reprocessing*of*2010=2012*data*and*MC*to*further*
improve*the*quality*of*our*reconstruction*and*simulation.*

•(More)*new*MC*for*analysis*will*be*produced.

•Very*active*group/user*analysis.

•In&2014:

•Largish*MC*samples*for*high*energy*running*will*be*produced*and*
related*physics*group/user*analysis.***

•The*final*full*reprocessing*of*2010=2012*data*and*MC,*foreseen*to*use*
the*evolved*event*formatting/data*model/data*distribution*prepared*
for*2015*high=energy*data*taking.

•In&2015:

•Processing*and*reprocessing*of*new*high*energy*data.

•Related*production*of*MC*samples*matching*the*data.

•Increased*group/user*activity. 2
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Data*Placement
•In*order*to*keep*our*disk*space*needs*under*control*we*have*had*to*‘tune’*

down*our*disk*usage*(replication*policies)*and*we*are*making*plans*to*further*
optimize*our*Computing*Model*for*2015.

•A*table*summarizing*the*updated*replication*policy:

7

Extra*copies*of*course!
Popular*data*(group*
production,*AODs..)*
replicated*dynamically*
by*PD2P

19 

Data placement 
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Summary of resource usage and needs 
2012 extended to 2015, based on present sw release 

LHC and ATLAS parameters Actual p-p 
(Mar-Aug 2012) 

Revised model 
2012 p-p Model 2012 HI Model 2013 p-p Revised model 

2014 p-p 
Model 2015 p-p 
(25 ns, mu=19) 

Model 2015 p-p 
(50 ns, mu=38) 

Trigger Rate events/sec 350 (prompt)       
+ 150 (delayed) 

400 (prompt)        
+ 200 (delayed) 200 0 1000 0 1000 1000 

Live Time Msec total 3.8 3.8 7.3 0.7 0 1.6 0 3.8 3.8 

Average pileup over fill events 20 25 0 23 23 19 38 

Real data (prompt only) Bevents total 1.3 1.5 2.9 0.14 0 1.6 0 3.8 3.8 

Full Simulation Bevents total 2.4 1.9 0.01 4 2.5 2 2 

Fast Simulation Bevents total 1.4 2 0 4.6 4 5 5 

Real RAW MB/event 0.79 0.8 5 0.8 0.8 0.8 1.2 

Real ESD MB/event 2.4 2.5 3 2.5 2.5 2.7 4.6 

Real AOD MB/event 0.24 0.35 1 0.35 0.35 0.23 0.42 

Simulated HITS MB/event 0.9 1 5 1 1.6 1.6 1.6 

Simulated ESD MB/event 3.3 3.5 3 3.5 3.5 3.9 8 

Simulated AOD MB/event 0.4 0.5 1 0.5 0.5 0.5 0.9 

Full Simulation HS06sec/event 3100 3300 48000 3300 5400 5400 5400 

Fast Simulation HS06sec/event 260 310 - 310 500 500 500 

Real Reconstruction HS06sec/event 210 230 480 230 230 230 420 

Simulation Reconstruction HS06sec/event 770 830 1200 830 830 830 1430 

Group analysis HS06sec/event  20 20 20 20 20 20 

User analysis HS06sec/event  0.4 0.2 0.4 0.4 0.4 0.4 
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Luminosity of a hadron collider 

21 
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ATLAS pushes for 25ns right from beginning of Run2 
What if 50ns… 
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Based on that we get the pileup numbers shown in the following table. For the average over 
a fill, we assume a fill is kept until initial instantaneous luminosity drops to ½ (7.4 hours). In 
addition, we give the figures for extended fill duration (half-time plus levelling duration). We 
also read from the above plots that the instantaneous luminosity (without levelling) at 50 ns is 
1.43 times that at 25 ns due to overall better machine behaviour at 50 ns, i.e. for pileup we 
assume the ratio is 2.86. 

The factor 0.7 between initial <µ> and its average over fill we get from the observed decay of 
luminosity of ~1/(1+t/τ) when averaging form t=0 to half-time τ (ln 2 ~ 0.7). 

 a): 25 ns b): 50 ns c): 50 ns, levelled d): 50 ns, levelled, 
extended fill 

Initial <µ> 24 2.86*24 = 69 2*24 = 48 2*24 = 48 
Average <µ> over fill 0.7*24 = 17 2.86*17 = 48 1.76*24 = 42 1.57*24 = 37 
Relative fill duration 1 1 1 1.43 
Relative avgerage 
luminosity during fill 1 1.43 1.26 1.11 

 

Standard scenarios used in ATLAS 25ns / 50ns comparisons: 

 s1): 25 ns s2): 50 ns 
Initial <µ> 27 2*27 = 54 
Average <µ> over fill 0.7*27 = 19 1.4*27 = 38 
Relative fill duration 1 1 
Relative avgerage 
luminosity during fill 1 1 

 

We then use the values for standard scenarios s1), s2), which are quite close to a) and d), as 
input to CPU and event size estimates in the following table.  

LHC and ATLAS parameters Model 2015 p-p 
(25 ns, mu=19) 

Model 2015 p-p 
(50 ns, mu=38) 

Trigger Rate events/sec 1000 1000 

Live Time Msec total 3.8 3.8 

Average pileup over fill events 19 38 

Real data (prompt only) Bevents total 3.8 3.8 

Full Simulation Bevents total 2 2 

Fast Simulation Bevents total 5 5 

Real RAW MB/event 0.8 1.2 

Real ESD MB/event 2.7 4.6 

Real AOD MB/event 0.23 0.42 

Simulated HITS MB/event 1.6 1.6 

Simulated ESD MB/event 3.9 8 

Simulated AOD MB/event 0.5 0.9 
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We then use the values for standard scenarios s1), s2), which are quite close to a) and d), as 
input to CPU and event size estimates in the following table.  

LHC and ATLAS parameters Model 2015 p-p 
(25 ns, mu=19) 

Model 2015 p-p 
(50 ns, mu=38) 

Trigger Rate events/sec 1000 1000 

Live Time Msec total 3.8 3.8 

Average pileup over fill events 19 38 

Real data (prompt only) Bevents total 3.8 3.8 

Full Simulation Bevents total 2 2 

Fast Simulation Bevents total 5 5 

Real RAW MB/event 0.8 1.2 

Real ESD MB/event 2.7 4.6 

Real AOD MB/event 0.23 0.42 

Simulated HITS MB/event 1.6 1.6 

Simulated ESD MB/event 3.9 8 

Simulated AOD MB/event 0.5 0.9 

October 11, 2012 – 17 : 58 DRAFT 8

LHC and ATLAS Model 2015 Model 2015
parameters 25 ns, µ = 19 50 ns, µ = 38
Trigger rate event/sec 1000 1000
Livetime 106 sec total 3.8 3.8
Fill-averaged pileup events 19 38
Real data (prompt only) 109 events 3.8 3.8
Full Geant4 simulation 109 events 2 2
Fast simulation 109 events 5 5
Real RAW data MB/event 0.8 1.2
Real ESD data MB/event 2.7 4.6
Real AOD data MB/event 0.23 0.42
Simulated HIT data MB/event 1.6 1.6
Simulated ESD data MB/event 3.9 8
Simulated AOD data MB/event 0.5 0.9
Full simulation CPU HS06sec/event 5400 5400
Fast simulation CPU HS06sec/event 500 500
Real reconstruction CPU HS06sec/event 230 420
Simulation reconstructioin CPU HS06sec/event 830 1430
Group analysis HS06sec/event 20 20
User analysis HS06sec/event 0.4 0.4

Table 4: ATLAS computing model parameters for 2015 based on 25 and 50 ns bunch spacing scenarios.

4 Implications for Computing218

After LS1, ATLAS intends to run with an event filter output rate of 1 kHz, irrespective of the LHC bunch219

spacing. The event sizes and reconstruction CPU requirements depend primarily on the amount of in-220

time pileup µ. As the CPU time required scales non-linearly with pileup, a precise estimate would require221

the actual distribution of pileup during a fill, but for the estimates presented here it is based, as for the222

event sizes, on the average µ-value during the fill. The latter is assumed to be 0.7 of the peak µ-value,223

based on an average fill being kept until the instantenous luminosity has fallen to half its peak value. This224

gives fill-averaged µ-values of 19 and 38 for 25 and 50 ns bunch spacing.225

These values are input to the standard ATLAS computing model to derive the resource requirements226

shown in Table 4 for the two scenarios. The main changes are to the real data size (RAW, ESD and AOD),227

the simulated data size (ESD and AOD), and the time taken to reconstruct both real and simulated events.228

Table 5 shows the e↵ect of both scenarios on the overall computing resource reqirements. Averaged over229

the Tiers, the requests increase by factors of 1.4 for CPU and disk, and 1.1 for tape when running at 50230

rather than 25 ns bunch spacing.231

These estimates are based on the software release used for 2012 data, and do not include significant232

CPU-time improvements which are hoped to result as much as possible already from developments233

during LS1: a factor of 10 in simulation, 6 in simulation reconstruction, and 3 in real data reconstruction.234

These improvements depend on still-evolving software technology. Nevertheless, such improvements235

would have little influence on the ratio of CPU needed in the two scenarios.236

5 Implications for physics object performance237

The e�ciencies, fake rates and resolutions for reconstructing physics objects such as tracks, leptons,238

jets and Emiss
T are primarily a↵ected by the amount of in-time pileup in each bunch crossing, i.e. the239

Steve Myers, ATLAS week at Montreux 
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Luminosity and pileup today 

23 

Now ~16/fb recorded at 8TeV – hope for 20-25/fb by mid Dec – plus the 5/fb at 7 TeV 
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Resource needs for after LS1 (2015): 
assume 1kHz, 25ns (but consider higher pileup – 50ns, or early 2-3e34) Last&slide:*Resources*development

•Assume&we&will&have&a&flat&monetary&budget&in&future&for&ATLAS&computing

•this*message*comes*from*WLCG*and*from*the*scrutiny*group

•increase*in*Grid*resources*(disk,*CPU,*network)*by*technological*progress
•hope*for*extra'centres*(all*Tiers!)

•try*exploit*additional*resources,*e.g.*in*high?performance'computing'centres,'Clouds

•Consequently,&growing&investment&in&software&development&required&(from&
reconstruction&to&distributed&computing)

•change*EDM,*make*efficient*use*of*CPUs'*vector*units,*caches,*many=cores

•promising*development*in*WAN*data*access,*event=level*caching,*and*application*
driven*network*operation*to*help*reduce*overall*disk*volume*needs

•Our&credo:&computing&can't&be&the&limiting&factor&in&LHC&physics&results

•despite*growing*LHC*demands*and*flat*computing*budgets

•need*to*optimise*the*usage*of*the*given*CPU*and*storage*very*substantially,*with*
extra*effort,*and*we*ask*the*collaboration*for*extra*institutional*commitments

•need*a*long*enough*lead*time*for*such*development*=*take*full*advantage*of*LS1*!

•the*kind*of*software*work*involved*should*be*very*tempting*to*a*few*of*you*...

15
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Software & Computing plans for LS1 
Software&Computing1plans1for1LS1

•A#focus#of#the#S&C#workshop#last#week

•CPU#speedup,#software#configuration#and#build#>#Reconstruction>type#software

•Data#volume,#resources#management#>#ADC>type#software

•New1Distributed1Data1Management1system1being1implemented

•WAN1data1access1and1data1caching1(file1level,1event1level)

•ApplicationsFdriven1usage1of1networks

•New1MC1production1system

•TierF01filtering/streaming

•Database1cleaningFup

•Simulation:#Integrated#Simulation#Framework

•Selection1of1full/fast/...1mode1per1subevent

•Speedup1of1G41itself1tackled1by1G41collaboration1(Geant4MT,1...)

•Concurrency1within1event

•Plus1benefit1from1reconstruction1speedup:1offline1sw1improvements,1truthF
seeding.

1
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A*slide*on*software*plans*for*LS1
(Rolf*Seuster*=*his*complete*talk*is*also*attached*to*this*agenda)

12
slide 21Rolf Seuster                Offline Software (ATLAS-D Wuppertal 2012)

Andrzej Nowak's slide
CERN openlab

Single Intruction
Multiple Data

a.k.a. hyper threadingInstruction Level Parallelism

well written and
optimized
programs utilize

typical HEP 
software utlises

what state of 
art CPU offers

IMHO: it's not THAT bad, but you get the picture ...

 HEP utilizes
 only small 
 percentage
 of what CPU
 provides 

 product sum of above 

A slide on CPU speedup 
(Rolf Seuster) 
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A*slide*on*development*of*the*production*system
(Andrej*Filipčič*=*see*his*full*slides*of*last*ATLAS*Weekly)

13ATLAS Weekly 2012-09-25 Slide: 13

Conclusions

A major re-design of a production system agreed upon

Core components flexibility →a generic workflow engine, which 
could hopefully handle “any” future requirements

Gradual implementation

Much more flexible and automated system to be in place for the 
14TeV operation

The details will be discussed in the SW&C week in October. All 
people are welcome to participate. Input from Physics 
Community is essential. 

27 

A slide on the new production system 
(Andrej Filipcic) 
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A*slide*on*new*Distributed*Data*Management*
(Vincent*Garonne)

14

•  Current'system:'DQ2'
–  120'PB'
–  350'million'files''
–  800'users'
–  130'sites'

•  New'major'DDM'version'Rucio'to'ensure'system'scalability,'reduce'
operaFonal'overhead'and'support'new'ATLAS'use'cases'
–  Examples:'BeNer'support'for'group'acFviFes;'use'new'technologies'

•  Timeline'
2011.  'Technical'meeFngs'with'other'LHC'experiments''

'''User'surveys,'CollecFon'of'use'cases,'Rucio'Conceptual'model''
2012.  'Parallel'and'incremental'development'track''

'''Nov.'2012:'First'prototype'with'limited'funcFonality'
2013.  'PreparaFon'of'migraFon'from'DQ2'to'Rucio'

'''Preparatory'steps,'FuncFonal'tests'
'''Gradual'migraFon'of'the'external'applicaFons'(e.g.,'PanDA)'

2014.   &Rucio&in&produc0on&a2er&LS1&

Start'of'data'taking'

Total'Grid'Usage'(PB)'

28 

A slide on the new Distributed Data Management 
(Vincent Garonne) 
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What can we do with the ISF ...
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Simulation Setups and Acronyms

Simulation Setups
O Full Geant4 (MC12, ISF)

G4 in all subdetectors

O ATLFASTII (MC12, ISF)

ID: Geant4
Calo: Geant4 for muons, FastCaloSim for everything else
MS: Geant4 (only muons can reach MS, everything else gets absorbed by FCS)

O ATLFASTIIF (under development, ISF only)

ID: Fatras
Calo: Fatras for muons, FastCaloSim for everything else (option to run

parameterized punch-through simulation)
MS: Fatras

O FastGamma (under development, ISF only)

ID: Fatras for particles in cones around EvGen photons
Calo: FastCaloSim

Elmar Ritsch (ATLAS Collaboration) The Integrated Simulation Framework October 3, 2012 20 / 18

E. Ritsch, ISF simulation, Kernel execution time per event, ggF Higgs → γ γ
35

Integrated Simulation Framework (ISF) 
(Andi Salzburger) 



23.10.2012 ATLAS Operation & Upgrade – hvds 30 

What can we do with the ISF ...
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ISF_Kernel::execute/evt speed-up

measured with 10 events 560 s 1

measured with 100 events 25 s ~25

measured with 1000 events 0.75 s ~750

measured with 1000 events
0.18 s ~3000

E. Ritsch, ISF simulation, Kernel execution time per event, ggF Higgs → γ γ
35

Integrated Simulation Framework (ISF) 
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Higgs couplings 
More physics updates: see Open LHCC presentation, H.Bachacou, 26.9.2012 

H. Bachacou, CEA-Saclay/CERN LHCC, 26/10/2012 36

Higgs Couplings
ATLAS-CONF-2012-127

 Using the Higgs LHC cross-
section working group formalism: 

hep-ph: 1209.0040

 Projected sensitivity

for 300 and 3000 fb-1

studied in the context of ESPP:

ATL-PHYS-PUB-2012-001

 Using the Higgs LHC cross-
section working group formalism: 

hep-ph: 1209.0040

 Projected sensitivity

for 300 and 3000 fb-1

studied in the context of ESPP:

ATL-PHYS-PUB-2012-001

2D fit of coupling to
Fermions (kF) and 
Vector bosons (kV)

In SM: kF = kV = 1

Probe non-SM 
contributions to 
gg → H and H→ γγ 
loops

In SM: kg = kγ = 1
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Plan for the rest of this year 
p-Pb next year – LS1 starting 11 February 2013 

32 

…but plans change quickly. At present, physics data taking instead of machine development: 
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გმადლობთ! 

Thanks to many people for the material ! 
including  
Steve Myers, Rolf Seuster, Andi Salzburger, Andrej Filipcic, 
Borut Kersevan, Ikuo Ueda & the entire ADC team 
 

Thank you for listening! 
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CERN was founded 1954 
by 12 European states – today: 20 member states 



23.10.2012 ATLAS Operation & Upgrade – hvds 35 

Higgs combination 
Update since presentation at CERN Council of 4 July 

H. Bachacou, CEA-Saclay/CERN LHCC, 26/10/2012 35

07/12 CERN Prel.

Higgs Combination: 
Update since 4th July CERN Council

4th July Phys. Lett. B 716 (2012) 1-29

γγ and 4-lepton combination:
m(H) = 126.0 ± 0.4 ± 0.4 GeV

* full range
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H ￫ eνµν, 8TeV data 

H. Bachacou, CEA-Saclay/CERN LHCC, 26/10/2012 34

Higgs: 
H → WW → evμv with 8 TeV data

 Since July 4th, publication of observation paper including    
8 TeV WW → evμv channel

 2.8 sigma excess in this channel 

alone (7+8 TeV data)

 Since July 4th, publication of observation paper including    
8 TeV WW → evμv channel

 2.8 sigma excess in this channel 

alone (7+8 TeV data)

Phys. Lett. B 716 (2012) 1-29
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ATLAS publications 

H. Bachacou, CEA-Saclay/CERN LHCC, 26/10/2012 40

ATLAS Publications

http://atlasresults.web.cern.ch/atlasresults/
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ATLAS: a detector for particle physics at LHC 

a human being 

•  Size (length 45m, diameter 25m): to measure and absorb high-energy particles 
•  Fast response (~50 ns):  20 (2015: 40) million beam-beam collisions per second 
•  108 electronic channels (“individual signals”): to track ~1000 particles per event  
  and reconstruct their trajectories with ~10 µm precision 

LHC detectors are 
much more complex, 

performing and 
challenging than those  

at previous/present 
accelerators:  

a big jump in concepts  
and technologies 

Cover the whole angular 
range around the collision 
point to detect as many 
particles produced in the 

collision as possible. 	





23.10.2012 ATLAS Operation & Upgrade – hvds 

Data flow through the Tier-0 at CERN 

39 23.9.2011 ATLAS Computing – hvds 

and compress	
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Integrated Simulation Framework (ISF) 

Software&Computing1plans1for1LS1:1Simulation
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 / ndf 2χ  0.5594 / 2

p0        0.4372± 0.8781 

p1        0.03887± 0.1759 

 / ndf 2χ  0.5594 / 2

p0        0.4372± 0.8781 

p1        0.03887± 0.1759 

 / ndf 2χ  0.2364 / 2

Constant  0.319± 0.7983 

Slope     0.01588± 0.08469 

 / ndf 2χ  0.2364 / 2

Constant  0.319± 0.7983 

Slope     0.01588± 0.08469 

Truth Tracking
New Tracking

... and what beyond
‣ single-event simulation at 1 Hz is possible 
    scales linearly with pile-up

‣ truth bound reconstruction 
techniques should 
be explored further 

    scales linearly with pile-up
    (hello, upgrade community)

‣ this puts quite some 
pressure on the digitization

36
R. Jansky, InDetPseudoTracking setup, Minimum bias inelastic



23.10.2012 ATLAS Operation & Upgrade – hvds 41 

Tier-0 reconstruction this year 

H. Bachacou, CEA-Saclay/CERN LHCC, 26/10/2012 5

Tier0 Reconstruction

 Tier0 reconstruction coping well with luminosity / pile-up 
 Tier0 capacity 6k slots. Increased to 7.5k for reprocessing of initial 

data during TS1 and during the ICHEP ‘rush’.

TS1 TS2 TS3

ICHEP

Running
Jobs

Queued
Jobs


