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  The Research Network infrastructure provides 
fast interconnection and advanced services 
among Research and Education institutes of 
different countries’ 

  The Resea r ch D i s t r i bu t ed Compu t i ng 
Infrastructure (Grid, HPC) provides a distributed 
environment for sharing computing power, 
storage, instruments and databases through the 
appropriate software (middleware) in order to 
solve complex application problems 

  This integrated environment is called electronic 
infrastructure (eInfrastructure) allowing new 
methods of global collaborative research - often 
referred to as electronic science (eScience) 

Network Infrastructure 

e-Science 
Collaborations 

DCI Infrastructure 



Network Layer: About Armenian NRENs 
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  Academic Scientific Research Computer Network of 
Armenia (ASNET-AM) was established in 1994 by the decision of 
the presidium of the National Academy of Sciences of the Republic 
of Armenia (NAS RA). Since the establishment ASNET-AM is 
operated by the Institute of Informatics and Automated Problems of 
NAS RA (IIAP NAS RA). 

 www.asnet.am 

  Armenian Research and Educational Networking 
Association (ARENA) was founded in 2000 by several 
stakeholders. 

 www.arena.am  



Network Layer: ASNET-AM NREN 
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  ASNET-AM NREN with over 18 years of experience in networking & IT 

  Approx. 20 employees and five main  
    groups 

  System Administration 
  Communications and Telecommunication 
  Information Technologies 
  High-Performance Computing 

  All the regular network services: IPv4, multicast, web, mail, DNS, 
hosting, 3G, virtualization, etc.. 

  Member of TERENA (Trans-European Research and Education 
Networking Association) 



Network Layer: ASNET-AM RECENT SERVICES 
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IPv6 Prefix: 2a03:1900::/32 
•  Allocation approved: 25.03.2011 
•  Announce started:    06.04.2011 

IPv4/IPv6 Dual Stack implementation 

IPv6 Readiness for Network Services 
DNS, Proxy, Web-hosting, etc 



Network Layer: ASNET-AM TOPOLOGY 
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  5 c i t i e s 
covered  

  More than 50 
b e n e f i c i a r y 
organizations 
( s c i e n t i f i c , 
r e s e a r c h , 
educat iona l , 
cultural, etc.) 



Network Layer: EXTERNAL CONNECTIVITIES 
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Since 
2013 ? 

45MBit/s 
2012-2013 

36MBit/s 
2009-2011 

Commodity 
Traffic 

GNC 
ALPHA 

Arminco 

UCOM 

Armentel 



DCI Infrastructure: First Steps 
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DCI Infrastructures in Armenia 

Second ATLAS-South Caucasus Software / Computing Workshop & Tutorials,  
October 23-26, 2012 Tbilisi, Georgia  

  The establishment of the Armenian National Grid Initiative 
(ArmNGI) is quite good balanced unit: 

  Stakeholders: State Scientific Committee of the Ministry of Education and 
Science of the Republic of Armenia, National Academy of Sciences of the 
Republic of Armenia 

  Leading Universities: State Engineering University of Armenia, Yerevan 
State University  

  Leading Researh Organizations: Yerevan Physics Institute after A. 
Alikhanian, Institute for Informatics and Automation Problems of the 
National Academy of Sciences of the Republic of Armenia 

  Private: Armenian e-Science Foundation 

              IArmNGI is a member of European Grid Initiative 
  
  
Grid infrastructure provided for academic & research purposes 



ArmNGI: Computational&Storage  Resources 
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Available Storage Resources 
•  YERPHI: 50TB 
•  IIAP: 16TB 
•  YSU: 1TB 
•  SEUA: 1TB 
•  IRPHE: 1TB 

Number of GRID sites: 6 

Compurartional Resources: 496    



ArmNGI: Core Services 
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Core Services 
wms.grid.am 

lfc.grid.am 
bdii.grid.am 

voms.grid.am 

ce.iiap-
cluster.grid.am 

se.iiap-
cluster.grid.am 

ce.irphe-
cluster.grid.am 

se.irphe-
cluster.grid.am 

ce.ysu-
cluster.grid.am 

se.ysu-
cluster.grid.am 

ce.ysu-
cluster2.grid.am 

se.ysu-
cluster2.grid.am 

ce.seua-
cluster.grid.am 

se.ysu2-
cluster.grid.am 

R-GMA 
AMGA 

P-GRADE 
GANGLIA 



ArmNGI: Software Components 
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Ported Applications 
•  NAMD: parallel molecular dynamics code 

designed for high-performance simulation of 
large biomolecular systems 

•  GROMACS: performs molecular dynamics, i.e. 
simulate the Newtonian equations of motion for 
systems with hundreds to millions of particles. 

•  WRF: next-generation mesoscale numerical 
weather prediction system 

•  GRASS: Geographic Information System software 
used for geospatial data management and 
analysis, image processing, graphics/maps 
production 

•  CMAQ: consists of a suite of programs for 
conducting air quality model simulations 

•  MKL: Intel Math Kernel Library 
•  SWAT: PManagement decisions on water, 

sediment, nutrient and pesticide yields with 
reasonable accuracy on large, ungaged river 
basins.  

Middleware 

Sites 
•  Rocks Cluster Distribution 
•  Torque, Maui batch system 
•  Ganglia monitoring system 
Grid 
•  gLite 3.1, 3.2 
•  EMI (European Middleware Initiative) 

1, 2 

Libraries 
•  BLAS ( B a s i c L i n e a r A l g eb ra 

Subprogramms) 
•  SCALAPACK (Scalable Linear Algebra 

PACKage) 

Compilers 
•  GCC 
•  MKL 



ArmNGI: Supported Vos and Monitoring Systems 
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E-Science Collaboration 
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  Integrating Armenia into ERA: Information and 
Communication Technologies (INARMERA-ICT) 

  European Gr id In i t i a t i ve : In tegra ted 
Sustainable Pan-European Infrastructure for 
Researchers in Europe 

  High-Performance Computing Infrastructure for 
South East Europe’s Research Communities 

  Central and Eastern European Networking 
Engine 

  Deploying Armenian Distributed Processing 
Capacities for Environmental GEOspatial Data  

  Leading Developer of Distributed Computing 
Development of a Second Generation Scientific 
Computing Infrastructure Based on P-Grade 
Portal 

  Development of National Computing e-
Infrastructure  (2012-2014)  Network Infrastructure 

e-Science 
Collaborations 

DCI Infrastructure 
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• Armenian National Grid Initiative  
• http://www.grid.am 

• Academic Scientific Research Network of Armenia  
• http://www.asnet.am 

• Institute for Informatics and Automation Problems of NAS RA 
• http://iiap.sci.am  

• National Academy of Sciences of Armenia 
• http://www.sci.am 

• Yerevan Physics Institute 
• http://www.yerphi.am   


