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Recap of Lectures 1-3

1. RG ßows a) take CFTUV

b) perturb by a relevant scalar operator
c) ßow to CFTIR

Problem for future CERN String schools: 
Þnd a method to solve any ßow

To solve a ßow means to Þnd how every correlation function interpolates 
between the UV tail described by CFTUV and IR tail described by CFTIR
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Recap of Lectures 1-3

1. RG ßows a) take CFTUV

b) perturb by a relevant scalar operator
c) ßow to CFTIR

Problem for future CERN String schools: 
Þnd a method to solve any ßow

To solve a ßow means to Þnd how every correlation function interpolates 
between the UV tail described by CFTUV and IR tail described by CFTIR

Can we at least solve the Þxed 
points, using constraints of 

conformal invariance?
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2. ÒAxiomatic deÞnition of CFTÓ

 Think in terms of local operators forming multiplets under
1) conformal algebra (primary + its derivatives)
2) global symmetry group (if any)

Relevant parameters= spectrum + OPE coeffs{Conformal data

Subject to the condition of crossing symmetry:

f 12k f 34k

f 14k

f 23k

! k

! 1

! 2 ! 3

! 4

!

k

= ! k

! 1

! 2 ! 3

! 4

!

k

Figure 1: Any CFT is characterized by conformal data: primary operator dimensions and
spins (! i , l i ) and the OPE coe" cients f ijk . Using the OPE, the four point functions can be
expanded into conformal partial waves, Þxed by conformal symmetry in terms of the operator
quantum numbers, times the products of the OPE coe" cients. That di#erent expansions agree
is a nontrivial constraint on the conformal data. [MH: We need to be consistent and
either use either f O /f ijk or ! O / ! ijk for the OPE coe ! cients.] [SR: Ok, letÕs use f
not to redo this picture.]

2 Conformal blocks as functions of z, øz

2.1 General structure

For simplicity we will focus on the correlator of four identical scalar primaries. By conformal
invariance it has the form

! ! (x1)! (x2)! (x3)! (x4)" =
g(u, v)

(x2
12)! ! (x2

34)! !
, xij # xi $ xj (2.1)

whereg(u, v) is a function of the conformally invariant cross ratios

u = ( x2
12x

2
34)/ (x2

13x
2
24), v = ( x2

14x
2
23)/ (x2

13x
2
24). (2.2)

The partial wave decomposition of this correlator takes the form:

g(u, v) =
!

O

f 2
OGO(u, v), (2.3)

where theGO(u, v) are the conformal blocks of the primary operators appearing in the! %!
OPE and f O are their OPE coe! cients. The functiong(u, v) computed from this expansion
must satisfy the crossing symmetry equation

v! ! g(u, v) = u! ! g(v, u) , (2.4)

which imposes constraints on the dimensions, spins, and OPE coe! cients " O of the ex-
changed operators. However, our interest here is not in these constraints but in the conformal
blocks themselves.

Conformal blocks are often expressed by changing coordinates fromu, v to z and øz # z∗:

u = zøz, v = (1 $ z)(1 $ øz) . (2.5)

3
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puting the conformal partial waves appearing in four-point functions of scalars for CFTs in
any dimension (includingD = 3). In Section 5 we present bounds on 3D CFTs that follow
from crossing symmetry and compare them to what is known about the 3D Ising model.
Finally, we discuss our results and future directions for this program in Section6.

2 Operator Content of the 3D Ising Model

We assume that the reader is familiar with the basic facts about the Ising model and the
critical phenomena in general, see [24Ð27, 1].

In this paper, we will be aiming for a solution of the 3D Ising modelin the continuum
limit and at the critical temperature T = Tc. While the 2D Ising model was solved exactly
on the latticeand for any temperatureby Onsager and Kaufman in the 1940Õs, the 3D lattice
case has resisted all attempts for an exact solution. Istrail [28] proved in 2000 that solving
the 3D Ising model on the lattice is an NP-complete problem. However, this theorem does
not exclude the possibility of Þnding a solution in the continuum limit.

The standard way to think about the continuum theory is in terms of local operators (or
Þelds). At T = Tc, the theory has scale (and, as we discuss below, conformal) invariance,
and each operator is characterized by its scaling dimension! and O(3) spin. The operators
of spin higher than 1 are traceless symmetric tensors.

In Table 1 we list a few notable local operators, which split into odd and even sectors
under the globalZ2 symmetry (the Ising spin ßip). The operators! and " are the lowest
dimensionZ2-odd and even scalars respectivelyÑthese are the continuum space versions of
the Ising spin and of the product of two neighboring spins on the lattice. The two next-
to-lowest scalars in eachZ2-sector are called! ! and " !. Their dimensions are related to
the irrelevant critical exponents#A and # measuring corrections to scaling. The operator
" !! is analogously related to the next-to-leadingZ2-even irrelevant exponent#2. The stress
tensorTµ! has spin 2 and, as a consequence of being conserved, canonical dimension! T = 3.
The lowest-dimension spin 4 operatorCµ!"# has a small anomalous dimension, related to
the critical exponent #NR measuring e" ects of rotational symmetry breaking on the cubic
lattice.

Operator Spin l Z2 ! Exponent
! 0 ! 0.5182(3) ! = 1/ 2 + $/ 2
! ! 0 ! ! 4.5 ! = 3 + #A

" 0 + 1.413(1) ! = 3 ! 1/ %
" ! 0 + 3.84(4) ! = 3 + #
" !! 0 + 4.67(11) ! = 3 + #2

Tµ! 2 + 3 n/a
Cµ!"# 4 + 5.0208(12) ! = 3 + #NR

Table 1: Notable low-lying operators of the 3D Ising model at criticality.

3

E.g. for 3D Ising some dimensions are approximately known 
from other techniques:

Can we do better using conformal invariance?
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Simplest bootstrap setup

4-pt function of the spin Þeld:

Crossing symmetry constraint:

Conformal block decomposition:

ÒknownÓ functions
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Numerical bootstrap[Rattazzi,S.R,Tonni,Vichi,2008]

Taylor-expand around the square conÞguration

vectors of derivatives around                      [O(100) components]

¥truncate to 

¥ allow all dimensions in the interval 

discretized with

¥ get a system of linear equations for O(10^4) unknowns 

Problem of linear algebra for which efÞcient algorithms exist
(e.g. simplex method; look it up in Numerical recipes)
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Geometric interpretation

The set is a convex cone

The bootstrap equation has a solution iff this cone contains vector R0

! min > ! c

sum rule violated
! min = ! c

critical case
! min < ! c

sum rule satisÞed

Figure 6: The three geometric situations described in the text. The thick black line
denotes the vector corresponding to the functionF ! 1.

combinations in the RHS of (4.5) form, in the language of functional analysis, aconvex coneC in
the function space{ F (a, b)} . For a Þxed spectrum, the sum rule can be satisÞed forsomechoice
of the coe" cients if and only if the unit function F (a, b) ! 1 belongs to this cone.

Obviously, when we expand the spectrum by allowing more operators to appear in the OPE,
the cone gets wider. Let us consider a one-parameter family of spectra:

# (! min ) = { ! , l | ! " ! min (l = 0) , ! " l + 2 ( l = 2, 4, 6. . .)} . (5.2)

Thus we include all scalars of dimension! " ! min , and all higher even spin primaries allowed by
the unitarity bounds.

The crucial fact which makes the bound (1.4) possible is that in the limit! min # $ the
convex cone generated by the above spectrum doesnot contain the function F ! 1! In other
words, CFTs without any scalars in the OPE! %! cannot exist, as we already demonstrated in
Section 5.1 ford su" ciently close to 1.

As we lower ! min , the spectrum expands, and the cone gets wider. There exists a critical
value ! c such that for ! min > ! c the cone is not yet wide enough and the functionF ! 1 is still
outside, while for ! min < ! c the F ! 1 function is inside the cone. For! min = ! c the function
belongs to the cone boundary. This geometric picture is illustrated in Fig. 6.

For ! min > ! c, the sum rule cannot be satisÞed, and a CFT corresponding to the spectrum
# (! min ) (or any smaller spectrum) cannot exist. By contradiction, the bound (1.4) withf (d) =
! c must be true in any CFT. The problem thus reduces to determining! c.

Any concrete calculation must introduce a coordinate parametrization of the above function
space. We will parametrize the functions by an inÞnite vector

!
F (2m,2n)

"
of even-order mixed

derivatives at a = b= 0:
F (2m,2n) ! " 2m

a " 2n
b F (a, b)

#
#
#
a= b=0

. (5.3)

Notice that all the odd-order derivatives of the functions entering the sum rule vanish at this point
due to the symmetry expressed by Eq. (4.6):

F (2m+1 ,2n) = F (2m,2n+1) = F (2m+1 ,2n+1) = 0 .

The choice of thea = b = 0 point is suggested by this symmetry, and by the fact that it is near
this point that the sum rule seems to converge the fastest, at least in the free scalar case, see
Fig. 3.
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There is a solution (not unique):

Now reduce the basis 
(e.g. by raising the threshold for scalars in the "  x "  OPE)
Cone shrinks and might eventually arrive at no solution:

! min > ! c

sum rule violated
! min = ! c

critical case
! min < ! c

sum rule satisÞed

Figure 6: The three geometric situations described in the text. The thick black line
denotes the vector corresponding to the functionF ! 1.

combinations in the RHS of (4.5) form, in the language of functional analysis, aconvex coneC in
the function space{ F (a, b)} . For a Þxed spectrum, the sum rule can be satisÞed forsomechoice
of the coe" cients if and only if the unit function F (a, b) ! 1 belongs to this cone.

Obviously, when we expand the spectrum by allowing more operators to appear in the OPE,
the cone gets wider. Let us consider a one-parameter family of spectra:

# (! min ) = { ! , l | ! " ! min (l = 0) , ! " l + 2 ( l = 2, 4, 6. . .)} . (5.2)

Thus we include all scalars of dimension! " ! min , and all higher even spin primaries allowed by
the unitarity bounds.

The crucial fact which makes the bound (1.4) possible is that in the limit! min # $ the
convex cone generated by the above spectrum doesnot contain the function F ! 1! In other
words, CFTs without any scalars in the OPE! %! cannot exist, as we already demonstrated in
Section 5.1 ford su" ciently close to 1.

As we lower ! min , the spectrum expands, and the cone gets wider. There exists a critical
value ! c such that for ! min > ! c the cone is not yet wide enough and the functionF ! 1 is still
outside, while for ! min < ! c the F ! 1 function is inside the cone. For! min = ! c the function
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For ! min > ! c, the sum rule cannot be satisÞed, and a CFT corresponding to the spectrum
# (! min ) (or any smaller spectrum) cannot exist. By contradiction, the bound (1.4) withf (d) =
! c must be true in any CFT. The problem thus reduces to determining! c.

Any concrete calculation must introduce a coordinate parametrization of the above function
space. We will parametrize the functions by an inÞnite vector
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F (2m,2n)
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of even-order mixed

derivatives at a = b= 0:
F (2m,2n) ! " 2m
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. (5.3)

Notice that all the odd-order derivatives of the functions entering the sum rule vanish at this point
due to the symmetry expressed by Eq. (4.6):

F (2m+1 ,2n) = F (2m,2n+1) = F (2m+1 ,2n+1) = 0 .

The choice of thea = b = 0 point is suggested by this symmetry, and by the fact that it is near
this point that the sum rule seems to converge the fastest, at least in the free scalar case, see
Fig. 3.

21

Critical situation; the solution exists and is unique:
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Constraints on Dims of "  and # via conf. bootstrap.
$ "  enters the equations as the parameter in

$ # enters as the lower threshold on the allowed scalars in "  x "  

0.50 0.55 0.60 0.65 0.70 0.75 0.80
! "1.0

1.2

1.4

1.6

1.8

! #

allowed

forbidden

free scalar [El-Showk, Paulos,Poland,Simmons-DufÞn,S.R.,VichiÔ2012]

As $ # is increased, cone shrinks; might eventually run out of solutions. 
Numerical analysis <z this indeed happens; gives a lower bound on $ # as f($ " ):

D=3
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Ising

0.510 0.515 0.520 0.525 0.530
! "1.38

1.39

1.40

1.41

1.42

1.43

1.44
! #

[El-Showk, Paulos,Poland,Simmons-DufÞn,S.R.,VichiÔ2012]

Zoom on the corner region

0.50 0.55 0.60 0.65 0.70 0.75 0.80
! "1.0

1.2

1.4

1.6

1.8

! #

best available determination of 3D Ising dims by #-expansion and other RG 
techniques
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Analogous plot in D=4 Rattazzi, S.R., Tonni, Vichi 2008
S.R., Vichi 2009

É, Poland,Simmons-DufÞn,Vichi 
2011

d

! 0

Upper bound on dim(! 2)

1 1.2 1.4 1.6 1.8
2

2.5

3

3.5

4

4.5

5

5.5

Figure 2: An upper bound on the dimension of! 2, the lowest dimension scalar appearing in! ! ! .
Curves for k = 2 , . . . , 11 are shown, with thek = 11 bound being the strongest.

SU(N ) turn out to be identical to those for singlets of SO(2N ). Hence, we will present all
SU and SO singlet bounds together, with even values ofN standing for both SO(N ) and
SU(N/ 2).

Previous attempts to compute bounds for theories with global symmetries have been
somewhat hindered by the need to optimize over very high-dimensional spaces. Since the
vectorial sum rule Eq. (2.14) has three components, a givenk corresponds to

k(k + 1)
2

! 3 (3.2)

di" erent linear functionals. The linear programming methods implemented so far are essen-
tially limited to a search space dimension that is not much larger than" 50, or k " 5 for
SO(N ). Worse, SU(N ) vectorial sum rules have six components, making them even harder
to explore. However, our semideÞnite programming algorithm appears to have few problems
with large search spaces, and we will present most of our bounds upto k = 11, regardless of
the type of global symmetry group.

As an example, Þgure3 shows a bound on the lowest dimension singlet in theories with
an SU(2) or SO(4) global symmetry.9 This bound is particularly interesting for conformal

9Note that to compute the SO(4) bound, we have only used the triple sum rule of Eq. (2.14). It

20

excluded

free scalar

Factorization line

No interesting theories are known to saturate this bound

D=4
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!
!

!

!
!

!
!

!
!

!
!

!
!

!
!

!

!

!

!

!

!

! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! !
! ! !

! ! ! ! !
! ! ! ! ! ! ! ! ! ! ! !

!

!
!

! ! !2d Ising

M ! 5,4"

0.1 0.2 0.3 0.4
" #

0.5

1.0

1.5

2.0

" $

Figure 1 . The plot above depicts a crossing symmetry bounds plot. The shaded blue region corre-
sponds to values of (! ! , ! " ) consistent with crossing symmetry. Note here! " is deÞnedas the Þrst
scalar appearing in the ! ! OPE. Note the kink at the value ! " ! 1.000003 corresponding to the
two-dimensional Ising model. Some other minimal models are marked with crosses (in red).

where we have selected out the contribution of the conformal block of the identity (i.e. one)
and left it on the RHS. It is useful to think of the F (! )

∆,L (u, v) as a continuous set of vectors
labelled by ! , L (but depending also on! ! which is kept Þxed). These functions are vectors
in the formal sense of being elements of the inÞnite dimensional vector space of functions
(on the plane) but in practice we expand these functions in a power series around a point to
some Þnite order reducing the problem to a Þnite dimensional one. For more details on this
procedure, and a more complete exposition of other points above, such as the deÞnitions of
conformal blocks in diverse dimensions, the reader is referred to [17, 25].

Unitarity immediately reduces the size of our vector space as not all possible values of
! , L are allowed. Rather, only ! satisfying

! "
D # 2

2
, L = 0; (1.6)

! " D # L + 2 , L > 0, (1.7)

are compatible with unitarity. Other than this requirement, a given crossing symmetric
function could include any number of operators with arbitrary spin and dimension, and the
sum above should really be understood as an integral in the generic case. What really matters
is the set of OPE coe" cients, which can of course contain zeroes meaning certain operators
do not appear in the correlator.

The crucial handle into attacking the problem is to notice the positivity of the coe" cients
" 2
O! ,L

(following from unitarity), which leads us to consider all possible positive linear com-

binations of the vectors F (! )
∆,L . These combinations form a semi-polyhedral cone, i.e. roughly

Ð 3 Ð

excluded

free scalar

S.R., Vichi 2009
El-Showk, Paulos 2012

Analogous plot in D=2

Free scalar line

D=2
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Conjecture

2D and 3D Ising models correspond to very special solutions of 
conformal bootstrap

(a) they maximize $ # for Þxed $ "  

(b) the bound has a kink at the Ising vale of $ "

- Probably true for all Wilson-Fisher Þxed points in 2%D<4

- Opens the way to the determination of the full Ising spectrum
(the solution on the boundary is unique!) 
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Future problems 1. Ising-related  

1. What is the origin of kink? (partially understood)

2. Recover full spectrum along the boundary and at the kink
 

3. Look at several correlation functions simultaneously, e.g.

¥ By analyzing the spectrum for unexpected degeneracies
  hope to get evidence for integrability (or not)

[El-Showk, Paulos,Poland,Simmons-DufÞn,S.R.,Vichi, 
work in progress]
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Future problems 1. General  

1. SUSY - way to learn about unprotected operators
& isolated theories (like (2,0) in D=6) 

2. Crossing for Non-scalar external operators
- Stress tensor, currents, fermions

3. Bootstrap in presence of the boundary and for defect CFTs
[Liendo, Rastelli, van Rees 2012]

4. Bootstrap for 2D CFTs for c>1 using ÒlongÓ conformal blocks 
- compute them via Al. ZamolodchikovÕs recursion relations

5. Bootstrap on the lightcone 
[Fitzpatrick,Kaplan,Poland,Simmons-DufÞnÔ2012]

[Komargodski,ZhiboedovÔ2012]

6. Analytic methods? 

7. Bootstrap as a machine for generating #-expansion?
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IT WORKS !

BOOTSTRAP
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Backup slides
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Full spectrum on the boundary

0.50 0.55 0.60 0.65 0.70 0.75 0.80
! "1.0

1.2

1.4

1.6

1.8

! #

on the boundary solution of crossing symmetry 
becomes unique

Instructive to compute and plot spectrum as f($ " )
Schematically:

3D Ising 3D Ising
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Bootstrap is not limited for 3D Ising

Bootstrap in SUSY theories is one of the few tools to learn about the 
unprotected quantities

E.g. in 6D (2,0) theory or in N=4 SYM away from large N 

Take the lowest dimension chiral primary

¥ Bootstrap likely puts an upper bound (&-independent) on Konishi dim

¥ Analogously for 6D (2,0) theory...

from experience with non-SUSY with continuous global sym. 
and N=1 SUSY bootstrap [Rattazzi,S.R.,VichiÔ2010]

[Poland,Simmons-DufÞn,2010]
[Poland,Simmons-DufÞn,Vichi,2011],...


