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= The World in Global Climate Models

(=i e Mid-1970s Mic-19805

Clouds

FAR:1990

SAR:1995

i COverturnin : :
Rivers {:irtulatiﬂﬁ Interactive Vegetation
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New Science Better Science

(new processes; interacions
nct previously induded)

. (parameterization — eXpick model)

Spatial
Resolution

(simulate finer details, %
regions & transients)

o [imescale

{L2nzth of simulatans

' time step)
Ensemble size Data Assimilation
(quantify statistcal properties of simulation) {decadal predicton/ initial value forecasts)

Lawrence Buja (NCAR) / Tim Palmer (ECMIAF)
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capacity

Global Model
Integrations

Climate Simulation
Roadmap

Ensemble of Global
High Resolution, High Complexity

Ensemble of 1 km

Impacts Regional Models, nested in:

Ensemble of 10 km
» Global Models

Ensemble of 2.5 km

Impacts Regional Models, nested in:

Ensemble of 20-30 km

> Global Models of higher complexity

Ensemble of 10 km
Regional Models, nested in:

Ensemble of 100 km

20t April 2012
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British Atmospheric
Data Centre

MATIOMAL CEMTRE FOR ATHMOSPHERIC SCIEMCE
HATWRAL EMNYIRONMENMNT RESEARCH COUNCIL

\©,

CMIP5

Year 2012
Power factor 1

Npp 200
Resolution [km] 100
Number of mesh points [millions] 3.2
Ensemble size 200
Number of variables 800

Interval of 3-dimensional output (hours) 6

Years simulated 90000
Storage density 0.00002
Archive size (Pb) (atmosphere) 5.31

Nm = Number of mesh points pole to pole

Ng = Total number of spatial mesh points = D{N;}
N = Number of variables ~ 1-'Nm

N, = Ensemble size ~ Nm

t

N, = Years simulated per intercomparison ~ x-"Nm

Cost~N °©
P

N, = Time steps per simulated year ~ Nm

CMIP6  CMIP7
2017 2022
30 1000
357 647
56 31
18.1 108.4
357 647
1068 1439
4 3
120170 161898
0.00002 0.00002
143.42 3766.99

O(40) decrease in storage
density needed to bring this
estimate in line with
Overpeck et al.



5 C b_“C_urrent and future EO missions (excerpft)

LLTDR

Data Preservation s e ) earth.esa.int/gscb/
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Data Archives

Total Archive in
TerraBytes (TB)
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Evolution of ESA's EO Data Archives between 1986-2007
and future estimates (up to 2020)

22000 =

21000+

20000+ [~ |0 Future Data Estimates
19000 ]

O LANDSAT 2-4 MSS (75-Dec 93)

B AQUA Modis (April 03-today)

O ENWISAT LR (March 02-today)

. |@ ENWISAT HR (March 02-today)
14000 - — |m TERRA Modis (June 01-today)
13000 — |W QUICK SCATT (01-today) /PROBA (May 02-today)
— I~ |OLANDSAT 7 ETM (April 99-Dec 03)
B SEA STAR SeaWils (Apr 98-today)
O ERS 2 HR (May 95-today)

H ERS 2 LBR (May 95-today)

= JERS SAR/OPS VNIR (92-Sep 98)

B ERS 1 HR (Jul 91-Mar 00)

L1 1 I |ZERS 1 LBR (Jul 91-Mar 00)

- - - - |=SPOT 1-4 HRV (87-today)

= - I I~ |O0MOS 1, 1b MESSR (87-Oct 93)

— | - |=NOAA 9-17 AVHRR (86-today)

O 1ANDSAT 5 TM (April B4-today)

I B NIMBUS 7 (Nov 78-May 86), SEASAT (Jun-Oct 78)
1986 1989 1993 1995 1998 2000 2003 2005 2007 2015 2020
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() cince s echotny NCAR’s
Mass Storage System

Total TB on NCAR MSS

16000

observational data used and /
generated by climate models /

12000 /
10000

B000 /

6000

1000 /

2000 /

1990 1991 15992 1953 1994 1995 1996 1997 13%6 1999 2000 2001 ZoD2 2003 2004 2005 2006 ZQO¥ 2008 2009 2010 2011 2012 2013

=—Total TB on MCAR M55 =—Trend
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Model
B Satellite/Badar
_ _ 350 H |n Situ/Other
projected increase
In global climate - 11
data holdings for _
climate models, e e o o B |
remotely sensed S
data, and in situ T 20—
. (]
iInstrumental/proxy £
data B 15
a3
O
100
50
0-
Source: Overpeck et al, Science, 2011 2010 2015 2020 2025 2030

Year
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Climate Analytics on Distributed Exascale Data Archives

Martin Juckes (Lead PI, STFC, UK), V. Balaji, B.N. Lawrence, M. Lautenschlager, S,
Denvil, G. Aloisio, P. Kushner, D. Waliser, S. Pascoe, A. Stephens, P. Kershaw, F.
Laliberte, J. Kim, S. Fiore [UK, US, France, Germany, Canada, Italy]

Research into exploitation of exascale computational resources
Focus on 10-year time horizon

Start: March 1st, 2011 Duration: 39 months
Budget: 1.44 million Euros Effort: 246 staff months

Institut — :

UCLA QD e
5 aphoce _ DKRZ.
UNIVERSITY OF Princeton
«' Y TORONTO University

B @ e e RAL Space

Harwell International Space Innovation Centre

20t April 2012 eXtreme Data Workshop 14
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G8 project ExArch

GLoeAL AND CONTINENTAL TEMPERATURE CHANGE

ExArch Science Driver
Uncertainty at Regional Scale: -~ &/
Need for regional scale policy :
information from global-scalt
research

i iﬁn"'
Yoar

Y
Africa '\
~ :

-
o

Elements of ExArch
= Query Syntax

=
= B

Temperature anamaly {*C)
=
—r—?—'l ATIEE

- Web Processing Service D

= Common Information Mode = _ Global _ GlobalLand Global Ocean

= Processing Operators & %1.0- g %m- 1 %1.0— .
Quality Control S 05l s 05 :ost

= Scientific Diagnostics gfm- g‘m- - §°-°-

- Earth Observation Data for ° ww 1950 2000 ! 1900 1950 2060 ; 1900 1950 2000
Model Evaluation ot u:;n.“m.mms __ - —

- Grid Computing ol i b it i anironsaenE forcknan SIFCE 2007: WGT-ARS

Reference: Figure from 2007 IPCC SPM
20t April 2012 eXtreme Data Workshop 15
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Systems

System Evolution to Exascale

Difference

System peak

Power

System memory

Node performance

Node memory BW

Node concurrency

Total Node Interconnect BW
System size (nodes)

Total concurrency

MTTI

20t April 2012

2011 2019
K Cominuter
10.5 Pflop/s 1 Eflop/s
12.7 MW ~20 MW
1.6/ PB 32 - 64 PB
128 GF 1,2 or 15TF
64 GB/s 2 - 4TB/s
8 O(1k) or 10k
20 GB/s 200-400GB /s
88,124 O(100,000) or O(1M)
705,024 O(billion)
days O(1 day)

eXtreme Data Workshop

Today & 2019

O(100)

O(10)
O(10) — O(100)
O(100)
O(100) — O(1000)
0(10)
O(10) — O(100)
O(1,000)

-0(10)
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e David Cameron confirmed

£10M investment into STFC's
Daresbury Laboratory. £7.5M of
this will be used to upgrade the
Campus computing
Infrastructure

Chancellor announced £145M |
for e-infrastructure at the L niration
Conservative Party Conference |

David Willetts visited the next AT’y

day and indicated £30M further ®). s

investment in CSED i Couchnology
20t April 2012 eXtreme Data Workshop

ICE-CSE

International Centre of Excellence In
Computational Science and Engineering
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e ICE-CSE
capital spend 2011/12

M BlueGene/Q
M iDataPlex

m Data Intensive
m Disk & Tape

M Visualization

W Infrastructure
approximate capital spend £M

Total £37.5M
20t April 2012 eXtreme Data Workshop 19
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Teacher

Workstation
x60

Reference

[E]

Curve Wall

ﬁ]_

Filestore/
Provisioning

@od

Curve Main

@d

Curve Cluster

@d

Active Wall  Active Main A- Block |

Private 10GbE

10GbE
Lightpath

== TBD

7Y
E]

Atlas Viz

ISIC Viz

1GbE
10GbE
Video

Public 1GbE connections

P e S s . e,
Login Nodes

iDataPlex

GPFS

#

Viz contact node

Di

iDataplex

Blue Gene/Q

C - Block
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Data-intensive Projects

 Climate simulations using high-resolution
ensembles for uncertainty estimation

 SKA - development and demonstration of
prototype software for the SDP

 Bio - large-scale mining of genomics and other
*omics data sets

« CFD - analyses of data bases of turbulent flow
data generated from large-scale Direct
Numerical Simulation

20t April 2012 eXtreme Data Workshop 21



Blue Gene Active Storage Concept: BG/Q + Solid State Storage

Standard BG/Q Compute Fabric Solid State Storage Device — PCle Flash

o *¥_———-—""ﬂ .Q :—:_J D:_
< + Bl

|
I

LI
B NPT p—
Recipe:

Remove 512 BEG/Q compute nodes

Add 512 PCle SSD Cards BG/Q Active Storage
Target Applications Rack
= Parallel File and Object Storage Systems R e
» Graph-based algorithms Storage Cap 1FE
= Join Source: O Bandwidth 1 TBis
" Sort Robert Random |OPS 100 Million

— “grder by”" queries Germain,

= “group by" queries IBM Compute Power 104 TF
» Map-Reduce (heavy reduce phase) Metwork Bisect. | 512 GE/s

» Aggregation operations ... scale it like BG/Q.

— count(), sum{), min{), max(), avg(), ...

= Data analysis/OLAP Key architectural balance point:
— Aggregation with “group by”™... All-to-all throughput roughly
— Real-time analytics equivalent to Flash bandwidth

16 10 Febmary 2012 Sealable Data-centnic Systems Research & 2012 IBM Corparalion




OPENMP PARALLELIZATION (3) sz

DGEMM (INTEL MKL) — MATRIX SIZE: 25,000 X 25,000 - INTEL NEHALEM EX

100.0%

100.1%

444,726

216,497

Ml Ll

117,355

628,255

Efficiency

MEKL is Intel's Math Kernel Library,
which is using threads for
parallelization and is the corner stone
for many applications.

DGEMM is the Matrix Multiply
function which is the base for many
numerical algorithms.

vSMP Foundation demonstrates

about 90% efficiency scaling across
12 sockets.

Intra-board efficient (8 to 32 cores) is
lower than inter-board efficiency
when using 8-cores system (previous
chart)

System configuration:

— 3 X Quad-socket servers [Intel Xeon
X7550 @ 2.00 GHz, 128 GB RAM), HT off,
Turbo Boost not enabled




Last Update:

M M 5 9/30/2010

CUSTOMER BENCHMARK: 3KM RESOLUTION (X=283 , Y=253, LEVELS=31)

= Performance comparison of:
— ¥5MP Foundation: 4 nodes
— SGI Altox

6,000
@ vEMF Foundetion - & ¢ Dusl-socket [inte| Xeon X3370, 2 935Hz, 24GE RAM) - Packed

i 551 Akix Rmréum 2 [1.6G5H:)

= vSMP Foundation demonstrates:
— T5% efficiency with 32 cores
— 275 X faster than 5G| Alix

= System configuration:
* ySMP Foundation: 4 X Dual-socket senvers
(Intel Xeon X5570 @ 2.93 GHz, 24 GB
RAM)
= 5GI Altie: tanium 2 & 1.6 GHZ

2
o ]

n
~ :
m

# Cores R

ScaleMP ... .. S e

Sec/Step

s
e
[

1 32
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Simulation vs. Archive

e Simulation

Huge datasets are required physically close to the HPC
systems for assimilation of observational data and storage

& analysis of simulation outputs during and shortly after
simulation runs

e.g. HECToR, ARCHER, ICE-CSE
e Archive

Huge datasets are required at one or more data centres
for long-term archive, retrieval and analysis

e.g. BADC, BODC

These are separable requirements

20t April 2012 eXtreme Data Workshop 25



() scince s ety European Exascale
Software Initiative (EESI)

Recommendation from WG4.4 on

Scientific Software Engineering =l= E‘;'EI

(chair MA) www.eesi-project.eu

 Development of a flexible generic I/0 layer that
can be used by applications to interface with
either the storage system or the data analysis
system. This layer should then be extended with
advanced data reduction techniques to carry out
in- situ domain-specific data reduction and
feature extraction

20t April 2012 eXtreme Data Workshop 26



Thank you for your attention

—
-

Mike Ashworth

mike.ashworth@stfc.ac.uk
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