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Climate Simulation 
 Roadmap 
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Earth Observation  
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NCAR’s  
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observational data used and 
generated by climate models 



Simulation AND EO 

Source: Overpeck et al, Science, 2011 

projected increase 
in global climate 
data holdings for 
climate models, 
remotely sensed 
data, and in situ 
instrumental/proxy 
data 
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G8 project ExArch 

Climate Analytics on Distributed Exascale Data Archives 
Martin Juckes (Lead PI, STFC, UK), V. Balaji, B.N. Lawrence, M. Lautenschlager, S , . 
Denvil, G. Aloisio, P. Kushner, D. Waliser, S. Pascoe, A. Stephens, P. Kershaw, F. 
Laliberte, J. Kim, S. Fiore  [UK, US, France, Germany, Canada, Italy] 
 

Research into exploitation of exascale computational resources 
Focus on 10-year time horizon 
Start: March 1st, 2011  Duration: 39 months 
Budget: 1.44 million Euros  Effort: 246 staff months 
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G8 project ExArch 

ExArch Science Driver 
Uncertainty at Regional Scale: 
Need for regional scale policy 
information from global-scale 
research  

 
Elements of ExArch 

• Query Syntax 
• Web Processing Service 
• Common Information Model 
• Processing Operators & 

Quality Control 
• Scientific Diagnostics 
• Earth Observation Data for 

Model Evaluation 
• Grid Computing 
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Reference: Figure from 2007 IPCC SPM 



System Evolution to Exascale 
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ICE-CSE 
International Centre of Excellence in 

Computational Science and Engineering 
• David Cameron confirmed 

£10M investment into STFC's 
Daresbury Laboratory. £7.5M of 
this will be used to upgrade the 
Campus computing 
infrastructure 
 

• Chancellor announced £145M 
for e-infrastructure at the 
Conservative Party Conference 
 

• David Willetts visited the next 
day and indicated £30M further 
investment in CSED 
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ICE-CSE  
capital spend 2011/12 
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2.2 

5.3 BlueGene/Q 

iDataPlex 

Data Intensive 

Disk & Tape 

Visualization 

Infrastructure 
approximate capital spend £M 
 
Total £37.5M 



Future: The Big Picture 



ICE-CSE  
Data-intensive Projects 

 
• Climate simulations using high-resolution 

ensembles for uncertainty estimation  
• SKA - development and demonstration of 

prototype software for the SDP 
• Bio – large-scale mining of genomics and other 

*omics data sets 
• CFD – analyses of data bases of turbulent flow 

data generated from large-scale Direct 
Numerical Simulation 
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Source: 
Robert 

Germain, 
IBM 







Simulation vs. Archive 

• Simulation 
Huge datasets are required physically close to the HPC 
systems for assimilation of observational data and storage 
& analysis of simulation outputs during and shortly after 
simulation runs 
e.g. HECToR, ARCHER, ICE-CSE 

• Archive 
Huge datasets are required at one or more data centres 
for long-term archive, retrieval and analysis 
e.g. BADC, BODC 
 

These are separable requirements 
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European Exascale  
Software Initiative (EESI) 

Recommendation from WG4.4 on  
Scientific Software Engineering  
(chair MA) 
 
• Development of a flexible generic I/O layer that 

can be used by applications to interface with 
either the storage system or the data analysis 
system. This layer should then be extended with 
advanced data reduction techniques to carry out 
in- situ domain-specific data reduction and 
feature extraction 
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www.eesi-project.eu 



Thank you for your attention 

Mike Ashworth 

mike.ashworth@stfc.ac.uk 


	Slide Number 1
	Slide Number 2
	Outline
	Outline
	Slide Number 5
	Outline
	Climate Simulation� Roadmap
	Slide Number 8
	Outline
	Earth Observation �Data Archives
	NCAR’s �Mass Storage System
	Simulation AND EO
	Outline
	G8 project ExArch
	G8 project ExArch
	System Evolution to Exascale
	Outline
	ICE-CSE�International Centre of Excellence in Computational Science and Engineering
	ICE-CSE �capital spend 2011/12
	Future: The Big Picture
	ICE-CSE �Data-intensive Projects
	Slide Number 22
	Slide Number 23
	Slide Number 24
	Simulation vs. Archive
	European Exascale �Software Initiative (EESI)
	Slide Number 27

