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Computing @ LIP

* Activities
 Information Technology services

 IT infrastructure, computing and network services
» Supporting daily research activities

* Research and development
« Computer science is also a research line

* Group
« Team of 10 persons
« Mix of engineers, technicians and PhDs

« Extensive experience in e-Science, advanced
computing and distributed computing

 Boosted by grid computing R&D activities on
distributed data processing for the LHC experiments

OVERVIEW
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IT services

* Enabling the LIP research activities and participation
In international scientific collaborations

* The largest scientific computing infrastructure in the country
» Two LIP computer centres in Lisbon and Coimbra
* Main grid node in partnership with FCCN and LNEC
* Forinternal users, HEP experiments and other user communities

* Provisioning of services
 Management of computing equipment and networks
« Standard and advanced IT services for the LIP community
» Support helpdesk for LIP users

» Also support for e-Science activities

OVERVIEW
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LIP Coimbra / cG (LNEC)

N\

Complex distributed infrastructure

« >1900 CPU cores e > 340 servers

« > 240 worker nodes « > 110 disk arrays
.« >42 TB or RAM « >1400 disks in arrays
K/

OVERVIEW
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Projects and Initiatives

2002 | 2003 | 2004

DataGrid
CrossGrid

EGIZE-II

int.eu.grid

EGEE-I
main node
middleware

EGl InNSPIRE

TIMBUS

CompUt"-‘g ‘LIP Computing Activities”
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Portuguese WLCG Tler-2

WLCG:

36 countries

170 datacentres
LIP federated Tier-2
12th worldwide T2 P\ (f”

9th European T2

PT-LIP-Tier-2
Normalized CPU time Wcms  Watlas
HEPSpec06 hours
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e-Science

» Supporting multiple scientific domains

Biomed, chemistry, oceanography, fusion...

» Leading edge grid infrastructures

* Integrating computing resources
» Infrastructure coordination
« User and site support

Others

AsiaPacific
CERN

Russia

R(I_Canadaﬁ

N NGI_DE
NGI_UK

NGI_SI
NGI_RO
NGI_PL

NGI_FRANCE

NGI_NL
NGI_NDGF

NGI_IBERGRID

{/
S/

NGI_IT

OVERVIEW
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IT Infrastructure

Web and other services

Computing

“LIP computing activities”

By Nuno Dias



Wide Area Network @ LI P

v Managing 3 network centres

v Fibre optical network

v Using RCTS advanced services

» 10 Gb/s interconnected (inside Layer 2)
v 3 Gb/s to outside of LIP

v Stable, reliable and fast infrastructure

LIP Coimbra

10 Gb/s

LIP
Private Network
Layer 2

10 Gb/s

IT INFRASTRUCTURE
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Local Area Network @ LI P 1 Gbls

Lisbon
1%t Floor ) 1 Gbls
KV 10 Gb/s
Ground Floor 1 Gbls
&10 Gb/s
Basement ) 1 Gb/s

10 Gb/s  Router
- Switch Layer 2/3
- VLANs
. . - Low Latency
“10 Gb/s Vertical connections - Switch Layer 2/3 - Redundant Core
v Fibre optical - VLANSs
1 Gb/s horizontal connections “Low Latency 10 Gbls

* Redundant Core

v VLAN technology

v Coimbra has a similar architecture Private Network

IT INFRASTRUCTURE
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LIP internal wireless network

Wire|ess @ LI P v Provides connection to

internal LIP Lisbon network

(((.))) Lisbon Eduroam
LIP-WLAN-2 v Supported since one year ago
‘ LIP-WLAN-5 v Worldwide network for users in
roaming
v LIP issues eduroam credentials
(Lisbon and Coimbra)
Standard b/g/n v Upgrade of technology
150 Mb/s (Max) v New hardware

Since
15 of April 2012

WPA2
Enterprise

WPA
Enterprise

[ ]
eduroam

IT INFRASTRUCTURE

By Nuno Dias
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Farm @ LI P » A set of WNs controlled by a batch system
v Used by local users and GRID

‘ Servers Storage
- | (Worker Nodes) Network
= | (.
i g AN Batch System /“ ;’ll|‘Jlillltlll'l‘l’l}l’l‘l ’
1 Gbls “ 10Gbls | -
(.

CHELJG IR G181 I8 166 1 I 6 I

< el e

1 Gb/s i

| R = P |

CHELJG I G 1 I8 1 I 16 I 6 I

Batch System Servers Cores Storage
Coimbra Torque Maui 46 184 146 TB
Lisbon Grid Engine 139 532 310 TB

IT INFRASTRUCTURE
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GRID @ LIP

Servers

- /n
(worker nodes) ,\Slz‘::fri /‘—( YN

T

| |
CHELJG IR G I8 1 I 186 16 I 6 I 5/\ /\

A

T
CHELJE JE 16 6 1E 6 I 1O 1E 6 I 1 I

Gateway for
Storage

g — |

. . Gateway for
Lisbon, Coimbra and NCG Computing

IT INFRASTRUCTURE

By Nuno Dias
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HPC + Medusa @ NCG

TS
VI I 5

— ~ Y \ ~—
o N ~TTN

- Storage 216 Cores )
1 TB \ -

~— S
N o

— &

v 2 Blade Centres
v Low latency
v Interconnected with

Infiniband

High Performance Computing (HPC)

» Fully dedicated to parallel jobs
v Service to the Portuguese Scientific Community

Compl.ltlng ‘LIP computing activities”

IPPRRRRRRETT (—,
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Storage )
S 12 8 TB\ 4

T \

248 Cores

— =

Cluster LNEC (Medusa)

v~ Managed by LIP (NCG Centre agreement)
v Connected to the LIP Private Network

IT INFRASTRUCTURE

By Nuno Dias



V irtualization @ Hi=

/ /\\
s/ -
\\\
£ -~ We use extensively VMs to provide services
v Xen technology used at the beginning
A | -+ KVM techonlogy are used now
\ > B Virtualization platform
R 4 » Allows running multiple machines
o in the same hardware

v Optimization of resources
v Easy migration of machines

IT INFRASTRUCTURE
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Backups @ LIP

v Amanda backup system

v TAPE Library

v 302 tapes

v LTO4 (800 GB)

v ~242 TB (Not enough to backup all the data in storage)

v Mail

v Homes v Data
v Webpages v [lustre (not everything)

v Databases

IT INFRASTRUCTURE
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Improvements

v Since March 2011: Implementation of a “greener CC” at LIP Lisbon
v Automatic shutdown of idle machines
v Automatic shutdown of desktop machines

v Decommissioning of old and inefficient hardware,
both computing and storage.

v Tuning of air conditioning
v Implementation of cold and hot corridors in the Datacentre

v Power factor correction

IT INFRASTRUCTURE

By Nuno Dias
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World Wide Web@

i

Sobre o LIP
Notcias
Mapa do Site

Localizagio

LIP Lishoa
LIP Coimbra

|
|
|
|
| Contactos
i
|
| LIP Minho

=11

iber

Computing - compuiing activiies:

LABORATORIO DE INSTRUMENTAGAO E
FiSICA EXPERIMENTAL DE PARTICULAS

] 'P eisboa @cimbra () inho

IWHSS'12
2012.04-16

IWHSS12

Workshop Internacional
sobre Estrutura e
Espectroscopia Hadranica
terd lugar em Lishoa -

Jornadas do LIP 2012
20120021

Jornodos 2012

As "Jornadas do LIP"
realizam-se no Pavihao do
Conhecimerto

Bem-vindo

OLIP dé-Ihe as boas vindas e convida-o a conhecer o rabalho que tem desenvolido desde 1986 no
campo da Fisica Experimental de Particulas e da Instrumentagdo Associada. O LIP tem

um papel

tal Counting
Photosensors

The IDPASC School will be
held a LIP-Lishoa.

ATLAS / ALFA meeting
20120530

The ALFA Lishon meeting is
hosted by LIP and EFHLL

Reunido da
Colaboragao COMPASS
201204-19

——

comp,
+ +
L 4

Reuridio a realizar em
Lishoa - Portugal,
organizada pelo LIP

CMS Week 2012
2012.00-03

£y
CMS WEEK2012 =
0

B il

Conferéncia anual da
colaboragéo CMS

internacional

Através do Portal do LIP podera conhecer as equipas de investigagdo e os seus projetos, as noticias
mais relevantes da area, e as afividades levadas a cabo nas 3 delegagdes do LIP: Lisboa, Coimbra e

Minho.

Seminérios

em grandes

[ cAFE conm FisicA | Coimbra

Lisboa

& na altura em que
comemora 25 anos sobre o seu Inicio, reforga o lugar de Portugal na comunidade cienifica

Parugués [change]

noticias ciéncia

Vaga para Investigador
2012.03:21

Curso ‘Physics atthe o v
LHC*

2012.04-17

Relatério Ibergrid 2011
2012.0220

INGRID - Protegendo a Lagoa
o

Joao Varela designao Deputy
Spokesperson da Colaboragio
CMS no CERN a partir
Janeiro2012

20120101

Grupos do LIP em ATLAS e
CMS participam na pesquisa
do hoséa de Higys

Gazeta daFisica
20111114

Ciénciana Repiblica - Jorge
Dias de Deus
2011-10-04

Boletim
Edigdon.d

P Dmabicnin  Updud Acions
@oimbra won | masscons | o | w x
@ inho

Servigos internos,

sz . &
_—
° TWHSS'12
@ inho @isboa
@oimbra
- Unieones UF o ane  mmss: o Couning P .

.
S ivercivis
“n .

i Gtimas Horilas.

far}
2
7 Fagncom e P
urcy SRR T oo
k1 PRy bsbereivis

[—

Gtmas totcias Sditdam

g o viee
c e

. o}
Siegi{m
L 1 P25

cla
s

Qv

cAFECOM  CAFE CoMm

v LIP web pages were consolidated

v New public image on the 25th anniversary of LIP
» LIP Computing fully administrate all the web
pages (Coimbra, Lisboa and Minho).

v Visual identity for the web

v Content management system

IT INFRASTRUCTURE

By Nuno Dias



World Wlde Web@ LIP (cont.)

LIP Web team develops and supports
a wide range of web services

v Secretariat Portal

v Material / Missions Request

v Events plataform with Secretariat Admin panel
v Conference Room Booking

v Users Wiki

v Bulletin (LIP News)

v Indico (to be updated)

v Masterclasses

v CERN Portuguese Teachers School program

v IDPASC network

v Ibercivis

v Portuguese for health Summer School website
v Education Portal (under development)

v Publications Portal (under development)

IT INFRASTRUCTURE

Cdmputlng ‘LIP computing activities” o Nino D



Other Services @ LIP

v LIPCA (Certificates) - Graphic design
_ _ (cards, flyers, brochures and posters)
v E-Mail/Webmail . Security
v Mailing Lists . Intranet
* Users webpages - MySQL DB Cluster
* NFS Servers (homes, soft) » DB replication of Coimbra "Projects DB"
v DHCP (connectivity) to LIP-Lisbon
v DNS v Migration of some of the websites

- Desktops/Laptops (support) databases to the new cluster

v Login cluster

Under development

v Interactive cluster (Fermi) v Cloud
© Printers “LDAP
v Video-conference systems  Single Sign-on

Questions?

IT INFRASTRUCTURE

C Ompl.ltlng ‘LIP computing activities” S Nino D
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Worldwide LHC Computing Grid

Portuguese Tier2
Atlas and CMS

o

Computing

“LIP computing activities”

By Mario David



Portuguese federated Tier2

* Portuguese federated distributed computing facility:
* LIP-Lisbon — supporting ATLAS and CMS
* LIP-Coimbra— supporting ATLAS
* NCG-INGRID-PT- National Grid Centre:
* Supporting ATLAS, CMS and many other User Communities.

* Integrated into the WLCG through the Ibergrid and EGI grid
infrastructures.

* Fraction of computing power delivered per site

Site LIP-Lisbon LIP-Coimbra NCG
Fraction % (Nov 09 — Mar 12) 29 13 58

WLCG

C o mpUt| N g “LIP computing activities” 5 Vo bovis



Portuguese federated Tier2

* Portuguese funding agency (FCT) signed in 2006, an MoU with
CERN to deploy and operate a Tier 2 for ATLAS and CMS.

* WLCG pledges (2011-2013):
» Storage:
* 220 TB for ATLAS + 200 TB for CMS
* Computing:
* 3200 HEP-SPECO06 ATLAS + 3200 HEP-SPECO06 for CMS

* HEPSPECO06 (HS06) — benchmark agreed upon to measure the CPU power. 1 Intel Xeon 54 or 55
family - 9 to 14 HS06.

* Local ATLAS and CMS users have additional Tier-3 capacity for local analysis not in Tier-2
pledges.

S

WLCG

C Omputln g ‘LIP computing activities” o) Visio Davi



Performance - overall

Average PT Tier 2 reliability per month: Nov 09 - Mar 12

TN

A /\ \/\V/\///

Reliability of PT Tier2
Weighted average of the 3 sites
Requirement to be >= 90% for T2's

Reliability %

Month [ Year

C mpl.lt' ng “LIP computing activities” Byx\;tii



kH506*h

CPU power delivered by PT T2

CPU power in KHEP-SPECO6 * hours : Nov 09 - Mar 12
ATLAS+ CMS

9000

BO0O
F000
6000
BERVA A

B LARBNERERAY.
- _

2000

Pledge with efficiency margin

1000

C \{:t":":?f--ﬂ--:" — t “‘LIP computing activities” W
" mpu 'ﬁg By Mario David




kHS06*h

CPU power delivered by each site

CPU power in kHEPSPECO6 * Hours: Nov 09 - Mar 12

1600

1400

1200

1000

800

600

400

200

“=NCG-INGRID-PT

LIP-Coimbra
LIP-Lisbon

--\.,\“\\ é(
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% of Total CPU power — Tier2’s

USA
UK
Germany
France
Italy
Spain
Canada
Russian Federation
Slovenia
Japan
Poland
Portugal
Switzerland
China
Sweden
Czech Republic
Israel
Australia
Belgium
Romania
Austria
Hungary
Turkey
Norway
Estonia
Taipei
Republic of Korea
Finland
Pakistan
Ukraine
Greece
India
Brazil

Fraction of total CPU consumption by T2's Atlas + CMS : Nov. 09 - Mar. 12

34.64
14.00

10.57
— O 0]
— 74
—— 3 g
—— g o
— 5 71

E— 183

— B §

—— W &

— T |-

— Y |

— 1.09

= 1.02

== D.88

== 0.68

™= 0.65

= 0.57

== (.55

™ 0.50

= 0.40

= 0.37

™ 0.36

™ 0.35

" 0.31

¥ 0.24

' 0.20

' 0.13

! 0.10

' 0.09

! 0.08

| 0.08
25 30 35

15 20

% total CPU consumption

0 5 10

i ‘LIP ti tivities”
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ATLAS (Nov 09 — Mar 12)

Completed jobs
125 Weeks from Week 44 of 2009 to Week 13 of 2012
L L L L L

70,000 . .

I # Completed jobs / week
I Avg ~ 26 Kk

60,000 f= -

50,000 f= — o

30,000 =

20,000 =

40,000 f= - - |

ol
Mow 2009 Feb 2010 May 2010 Aug 2010 Mow 2010 Feb 2011 May 2011 Aug 2011 Mow 2011 Feb 2012

10,000 f=

[ NCG-INGRID-FT WLUP-LISBON WUP-COIMBRA

Maximurm: 67,423 , Minimum: 0.00 , Average: 26,340 , Current: 29,328

WLCG

C Omputln g ‘LIP computing activities” o i Do




ATLAS (Nov 09 — Mar 12)

Number of Successful and Failed Jobs (Pie Graph) (Sum: 3,134,545)

Successful: 88%
Failed: 9%
Cancelled: 2%

Unknown: <19

number of Successful Jobs - 88.12%

~ 1% due to site failures.

M Number of Successful Jobs - 88.12% (2,762,055) M Number of Failed Jobs - 9.41% (295,065)
£ Number of Cancelled Jobs - 2.15% (67,540) B Number of Unknown-5tatus Jobs - 0.32% (9,885)

WLCG

CO mpUtln g ‘LIP computing activities” o) Visio Davi



ATLAS (Nov 09 — Mar 12)

CPU consumption Good Jobs in seconds (Pie Chart) (Sum: 30,142,650,759)
NCG-INGRID-PT - 61.31%

Fraction of CPU consumption:
NCG: 61%

LIP-Lisbon: 23%
LIP-Coimbra: 16%

18,479,281,633

LIP-COIMERA. - 15.97%

LIP-LISBON - 22.73%

WLCG

[ NCG-INGRID-PT - 61.31% (18.479,281.633) W LIP-LISBOMN - 22.73% {5,850.445,862) .. .
M LIP-COIMBRA - 15.97% (4.812.923,264) By Mario David




CMS: NCG and LIP services
reliability: Feb 12 — Mar 12

Service reliability using CMS_CRITICAL_FULL

1381 hours from 2012-01-31 23:00 to 2012-03-29 23:00

T2_FT_LIP_Lisban CE cel2-cms.lzp.pl

T2_PT_LIP_Lishon CREAM-CE o)l Iip.pt

TZ_PFT_LIP_Lishom SEM2 srmlll Lzipopl

T2_FT_NCG_Lisbon CE oellZ.neg.ingrxl pl

TZ2_PT_NOG_Lisbon CREAM-CE creami | .neg.ingrl pl

TZ_PT_NOG_Lishon SEMv2 srml ] oneg ingrxd pl

20 2-02-06 2012-02-16 -02-26 2012-03-07 2012-03-17
2012-02-01 2012-02-11 2012-03- 2012-03-12

S ) T WLCG
Campt.ltln g LIP computing activities oy Mo Dovi



CMS: Phedex Debug instance

CMS PhEDEX - Transfer Rate
60 . . 52 wleeks frulm Weekllﬁ of 2(I)11 to 'u’l.:eek 16 cl)f 2012 .

Sustained transfers during long
period of time.

[NCG:May 11-Apri2 |

Input transfers

30

Tansfer Rate [MB/s]

20

CMS PhEDEX - Transfer Rate
52 Weeks from Week 16 of 2011 to Week 16 of 2012
T T T T T T T

]

] L -
May 2011 Jun 2011  Jul 2011  Aug 2011 Sep 2011 Oct 2011 Now 2011 Dec 2011 Jan 201
Time

Output transfers

B T2_PT_NCG_Lisbon

Maximum: 51.13 MB/s, Minimum: 1.25 MB/s, Average: 30.57 MB/s, Current: 37.

Transfer Rate [MB/s]
=
T

o
May 2011 Jun 2011  Jul 2011 Aug 2011 Sep 2011 Oct 2011 Now 2011 Dec 2011

Time
\\ p, B T2_PT_NCG_Lisbon
.Y

Jan 2012 Feb 2012 Mar 2012  Apr 2012

Maximum: 36.76 MB/s, Minimum: 7.72 MB/s, Average: 10.65 MB/s, Current: .62 MB/s

) . L, T B
Comput|ng LIP computing activities

By Mario David




CMS (Nov 10 — Mar 12)

NEvents Processed (Time Stacked Bar Graph)
# of events processed 150,000,000 . 73 Weeks from Week 44 of 2010 to Week 13 of 2012 .

per week ~ 93 M

300,000,000

250,000,000

200,000,000

150,000,000

100,000,000

50,000,000

Feb 2011 May 2011 Aug 2011 Mow 2011 Feb 2012

/
é 7 W T2_PT_NCG_Lisbon B T2_PT_LIP_Lisbon

Maximum: 304,849,992 | Minimum: 0.00 , Average: 93,025,059 , Current: 31,719,778

y =

WLCG

CompUtln g ‘LIP computing activities” o) Visio Davi



CMS (Nov 10 — Mar 12)

Terminated jobs

50.000 73 Weeks from Week 44 of 2010 to Week 13 of 2012
" L] L] L] L]

v 1

a - # of jobs terminated per week ~ 25 k
40,000 b || [] [ i i i
30,000 & ] m | ] -
20,000 | e | CmlE | |
10,000 _____ | | B TH T | i = H T __'

0 la NNl ] ln L
Feb 2011 May 2011 Aug 2011 Nov 2011 Feb 2012

W T2 PT_NCG_Lisbon [HT2_PT_LIP_Lishon

Maximum: 46,158 , Minimum: 0.00 , Average: 25,141 , Current: 34,459

WLCG

“L IP computing activities”
m pUtlng P g By Mario David



Thoughts - Conclusions

* Sites running well in the last years.
* Grid MW has become sufficiently stable — reflected in previous point.

* Local services:

* Grid Engine as batch system and Lustre for storage have proven to be good
choices:

e Stable, scalable and robust.

* HW also OK (LIP), at NCG a bit more problematic from time to time.

WLCG

CO mputln g ‘LIP computing activities” o) Visio Davi



Thoughts - Future

* Resources may become problematic:

* Human resources — due to the “Ciéncia 2007 / 2008” FCT contracts ending in
2013 and 2014.

* Electrical power cost growing:
* Increase of TVA.
* Increase of fixed costs (ERSE).

* HW: support contracts ending this year — failures of components will be
hard/expensive to replace.

* Setting some currently active/production HW aside for spares.
* We have applied to FCT call for projects:

* Partially replace Grid storage systems at LIP.
* Partially cover operational costs.

WLCG

C Omputln g ‘LIP computing activities” o i Do
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e-Science Activities

Research and Services for enhancing
science

v
;W - -

Computing

“LIP computing activities”

By Goncalo Borges



e-Science activities Overview

LIP
e-Science
Services

LIP
e-Science
Research

e-SCIENCE

“LIP computing activities”
ComDUtlng p g By Goncalo Borges



“Federation of Computer resources from multiple
administrative domains to reach a common goal”

Grid Computing,es

(.) Operalions User Distribution per Discipline - Click on the column for more details
£l

F"Orlal Generation Date : 2012-04-16T12:48:46+02:00

8.16K

1.2

54K

34,

26K

LEK

Mumber of Usars

LI7K

319
0

Mulidisciplinary  High-Energy  Astronomy,  Infrastructure Others Life Sciences  Computational Earth Sciences  Fusien Computer
VOs Physics Astrophysics Cherristry Seierice and
and Astro- Mathemnatics
Particle Physics

042 Countries
o Resource Centres
e 323 EGI
e 108 supporting MPI (+12.5%)
0 271,000 Logical CPUs (cores)
e +13% since April 2011
0122 PB disk and 128 PB tape

o 232 Virtual Organisations
021,126 VO members

e +13.5% since April 2011
01,264,922 jobs/day

e +32% since April 2011

0 3.6M non-HEP jobs/month
e +17.35% since April 2011

e-SCIENCE

S “ IP computing activities”
CompUtlng p g By Goncalo Borges



Grid COmpUtlng, IBERGRID

_ UNIOVI

REDIRIS
L 4

UPORTO
Lk CIEMAT

O Logical CPUs (cores)
e 2,126
e 17,514 HSO06 LIp
0 638 TB of Storage

COIMBRA T uam

‘IEE[A‘ . v

| CTI
NCG csic v ESAC y

LISBON

y 1AA
CFRIST o~ UGR it

Normalized CPU time for top 10 nhon-LHC VOs
(HS06 hours since Jan 2012)

| |
35E+7 - 33.051.804
/ (23% of the non-LHC
3.0E+7 Top-10 VO activity)

2.5E+7

2.0E+7

1.5E+7

1.0E+7

5.0E+6

0.0E+0

NGI_IBERGRID NGI_IT NGI_FRANCE NGI_NL NGI_UK NGI_DE ROC_LA

Com pl.ltl ng “LIP computing activities”

UNICAN

. ¥ . IFCA '
Po rtu g a I u Mo USC i .« ARAGRID CINZ

IFAE

UPV>

“Federation of Computer resources from multiple
administrative domains to reach a common goal”

[=]=(={r{={|mNa 8 '
4

PIC

Spain:

O Logical CPUs (cores)

e 15,696

e 16,0647 HSO06
0 11,460 TB of Storage
05,922 TB of Storage Tape

uB

IFIC

CSIc

Normalized CPU Time for Top 10 non-LHC VOs
(HS06 hours since Jan 2012)

4.0E+7

3.5E+7 Only Iberian | |
3.0E+7 Users i
2.5E+7 \

2.0E+7 ‘

1.5E+7

1.0E+7

5.0E+6

0.0E+0
dzero

fusion

auger biomed theophys phys.vo

e-SCIENCE

By Goncalo Borges




3.0E+7

2.5E+7

2.0E+7

1.5E+7

1.0E+7 -

5.0E+6

0.0E+0

“Federation of Computer resources from multiple
administrative domains to reach a common goal”

Grid COmpUting, INGRID

o/ Resource Centres

o LIP (Lisbon, Coimbra and NCG)
e 78% of the PT activity excluding LHC VOs

Normalized CPU Time for Top-10 non LHC VOs Normalized CPU Time for Top 10 non-LHC VOs

(HS06 hours since Jan 2012 - NGI_IBERGRID) (HS06 hours since Jan 2012 - PORTUGAL)
1.4E+6
W auger
® biomed T 1.2E+6 | LIPrepresents 78% of the
fusion Portuguese activity

M phys.vo.ibergrid.eu —| 1.0E+6
W Total

8.0E+5

Portugal represents 12% 6.0E+5

of the Iberian activity

4.0E+5

2.0E+5

0.0E+0

F CFP-IST IEETA LIP- LIP-Lisbon NCG- UPorto
Spaln Portuqal Coimbra INGRID-

e-SCIENCE

P “LIP computing activities”
CompUtlng p g By Goncalo Borges




“Federation of Computer resources from multiple
administrative domains to reach a common goal”

G rl d CO m p Utl n g National Services

i g o Coordination of operations
e Operation of central grid services

Regional

/ Spspdr and tools for EGI and IBERGRID
1% e Support users and administrators

\ ) Portuguese CA Users
v 15 R
«Problem assistance‘ . :[ Sustainable growth of
120

1¢ line support the number of user
certificates issued by LIPCA

115 -

110

o LIPCA: Management of
X509 certificates 10

100

95
2011'06 2011‘08 20’.\.1'10 2011‘12 20’.\.7—‘02 7_012'0A
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“Federation of Computer resources from multiple
administrative domains to reach a common goal”

G rld COm pUtI ng y Global Services

o Coordination of Stage Rollout (SR) in EGI infrastructure

e SR is a process whereby Early Adopter sites are the first ones to
deploy new middleware services into production

e 6 UMD Releases with more than 70 updates tested by Early Adopters

Number of SR products per NGI

IT DE PT ES PL CH UK SL GR RS FRCERN AU HR IE NL CA MK TR
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“Federation of Computer resources from multiple
administrative domains to reach a common goal”

G rld COm pUtI ng y Global Services

o Operation of the EGI Client Relationship Management Tool
e Manage EGI user community information and register possible leads

& [ ] @ I'l Ql @ «
&' DownloadHelper : egi.eu | https://crm.eqi.eu v - M Google . v
Back Forward Per (aslel e Reload “top Home fizsbid

| EGI CRM [ #]

[ ]
EGl.eu
rser Name ]

Password

B

EGI CRM Wiki | EGI HELPDESK | Read License | © 2004 - 2012
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“Federation of Computer resources from multiple
administrative domains to reach a common goal”

G rld COm pUtl ng y Global Services

o Operation of the EGI Client Relationship Management Tool
e Manage EGI client information and register possible leads

, 1
& % DownloadHelper & % DownloadHel [ https/igr® © " ®dex php?module=Accounts&action=index &parenttab=Market v © [#v Gooq q @ A
Back Forward ——— ownloadHelper | uui :‘W 1:, php?module=Accounts&action=index&parenttab=Marketing e Soogle e Firebug
* .
** .
b~ ) i 2a goncalo - Data Managemen;—A“ 6 ‘6
RTTINOR 0 \’\ \1& k-
,'.-3'.-"";“" (} °® u My Preferences  Help  Sign Out (goncalo)
IR T ORGP o
. % >

Tools = Quick Create... :

Search... I

L d 6 3
e Lot SISl
- A\ © .
. e‘ \' «®
» O Wy
b
[ === 7\ e " 4
., ,safement > Accounts C Q8w - 3 |5 B -
EGl.eu . o*
ays®
X
Search Search for | | In | Account Name :| W b
Go to Advanced Search
A B C D E F G H | J K L M N O P Q R S T U \ w X Y z
MMM Showing Records 1- 25 of 651 41 4 of 27 v » !:llters Default Account view [Administrator |

O  Account Name Account Type Project List Scientific Discipline Status  Assigned To
O  European Extremely Large Telescope ESFRI Project  ESFRI:EE-ELT Physical Sciences and Engineering Active  EGI Group Management
O Neutron Scattering and Muon Spectroscopy... ESFRI Project  ESFRIINMI3-II Analytical Facilities and Material Scien... Active  EGI Group Management
O Collaborative EuropeaN Digital/Archival ... ESFRI Project ESFRI:CENDARI Social Sciences &amp; Humanities Active  EGI Group Management
O Infrastructure for Systems Biology-Europ... ESFRI Project  ESFRI:ErasysBIO/ISBE Biological and Medical Sciences Active  EGI Group Management
O European Plant Phenotyping Network ESFRI Project ESFRI:EPPN Life Sciences Active  EGI Group Management
O Building data bridges between biological... ESFRI Project  ESFRI:BioMedBridges Life Sciences Active  EGI Group Management

e-SCIENCE

X “LIP computing activities”
CompUtlng p g By Goncalo Borges




“Federation of Computer resources from multiple
administrative domains to reach a common goal”

G rld COm pUtI ng y Other Services

% “ " .. ;
sl NCG-INGRID-PT MO CEMTRAL GRID - LlF’fFCCNf&N““ ‘c‘rtugal % =
"‘ “ 2012404 201204
“ﬂ' ‘“0% .,
o S ae—rrs
= P 6‘

e 3
- - ()Qo(\ SO 3w (005 {] T o

I S o e CEs
- S Ut .

¥ New NAGIOS al-nv“e .\0‘\3\ e‘z\?oé Q‘Q\@‘\ o
T;B‘Q‘QA oot

Blarm age  Defils
L Yo \'\¢ .
63| @D |op: be b\ ‘,.,g?min & wms02 pic.es  [DOOMEANN Tue Aprl17 16:02:38 WEST2012 [ B | {;\
* Py
== » *
| *
gs| + & | ops urg.sgg ®psiRole=lc gadmin =] wmsD1 pic.es [DEDMEANN Tue Apr17 16:27:25 WEST2012 [ & ] ‘L'\
* .
*aus®

[ Close selected alarms ]
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“Federation of Computer resources from multiple
administrative domains to reach a common goal”

G rld COm pUtl ﬂg y Other Services

= -
2u's
s ot [ ] [T00% ]
100% 100% A
[isl NCG-INGRID-PT NO CENTRAL GRID - LIP!FCCN!&N“‘ *artugal % E
“‘ t“ 201244 201204
. 0@ .
* \) . :
a® - aQ . = a F1 -

Goncalo Borges

ashboard

Virtual Organizations

admin

Close s ; . “ﬂ \‘3& .
VO Admin Dashboard .
min Dashboar :0 er6 3(\6 ““‘
Last release: Release 3.1 -2011-10-10 % e\‘%\ ((S‘)\ ““
“ \6 “‘
., ““
'Y
» Bug fixed for VO sources. When a application %, ‘ﬂﬁs’appaarad form the Admin panel. Administrators could not insert new links to
. Pe

it or even delste it. . o
* Updated form to insert VO sources links. The user mitst Pow writs the full link with the protocol type included (http:// or https://).

For further details, please consultthe VO Admin Dashboard user guide: hitps://wiki gl su/wikiVO ServicesVO Admin Dashboard
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“Federation of Computer resources from multiple
administrative domains to reach a common goal”

G rld COm pUtI ng y Other Services

s e )
sl NCG-INGRID-PT MO CENTRAL GRID - L|PJFCCNI&NB‘ ‘c‘rtugal % =
“‘ % 2012404 201204
. Q .
*
R A,.f:&o ‘e A -

ashboard

Virtual Organizations

admin

= - e DERGRID ¥

Wﬁﬂzﬂ

Goncalo Borges

!

RecentChanges
[M VO Admin Dashboard Q\\Q\ s
OPS/FAQs FrontP OPS USP .
Last release: Relszss 3.1 - 20 it nat BN ““ \Q Qg& —
Operations o** &\ ‘\$ o
Contents . Q .
»FAQs ot QQs\ \Qp o’
: % Technical Documents ** *
. EUG fixed fOFVOISC » Delverables 1. User Suppolrt Homepage "" \‘3'% e‘% “"
it or even delste !t‘ e e 1. Ipergrid Macro VOs Re 60Q *
o Updated form to in: $ Project reports 2. User VO Registration . %Q “'
‘ ¥ Mestings 1. User questionnaire ., '1&6 ‘,"
For further detawls: p|EaSE ( )Agendas 2 Request\/o Membership “ ow\ “G
» Minutes 3, Accept VO Acceptable User Policy ., t\\é\‘ “"
)Pu:hcat\ons 3. VO Resources ., \ o
A 4. VO Activity ., o
4 VAR BRRATL 1; Summanzed View *enas*’
// »FAQs 2
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“High Performance Computing”

HPC SerViCe, INGRID

o For researchers with low latency requirements for parallel jobs:
e NCG resources with infiniband (8 Gbps) interconnect
e NCG resources with Gigabit Ethernet (1Gbps) interconnect
e | NEC resources with Gigabit Ethernet (4Gbps) interconnect

Normalized CPU Time for HPC activities at NCG
(HS06 hours since Jan 2010 to April 2012)

8.0E+6
—¥— All Users
7.0E+6 4— LNEC HPC Users
—%¥— Generic HPC Users
6.0E+6

HPC represents 12% of
the overall activity in NCG
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“Grid & High Performance Computing”

Grld COmpUtlﬂg & HPC, Applications

PJET, Simulation of
turbulent plane je

—— -
P/ -
o g - “a

BING, Brain Imaging
Network Project Grid

ECO-SELF, hydrodinamical
and ecological model
for Aveiro Lagoon

SWAN, Spectral
Numerical Wave Model

A
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“Grid & High Performance Computing

Grld COmpUtlﬂg & HPC, Applications

BING, Brain Imaging PJET, Simulation of
Network Project Grid . [T turbulent plane je

3

. 4 Toes : ECO-SELF, hydrodinamical
SWAN, Spectral AT A and ecological model
Numerical Wave Model il T f Fo X for Aveiro Lagoon

A
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“Infrastructure as a Service - IAAS”

Cloud COmputing, IBERCLOUD

o Iberian federated infrastructure
e Federated resources: LIP, IFCA, UPV, CESGA
e Integrating different virtualization engines

() IBERCLOUD

om,
¢“ .
. (Y
.
.
o*
.

**
“
*
L
P\

e Amazon (EC2 and S3) compatibility ; Q&p‘b‘ “““ :
¢ L|P responsible for the authentication mechanisms e

o A user centred infrastructure
e Define the properties of the machine Computing
e Define for how long it will need it
e Have interactive access

e-SCIENCE
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“Infrastructure as a Service - IAAS”

Cloud COmpUting, IBERCLOUD

CD I B E R ': L':I LI D IBERCLOUD IBERGRID SUPPORT LOGIN

what is 7 what is 7 contact us

=

i¥ OVERVIEW STEPS TO FOLLOW . %%' o

* +*
IberCloud is oriented to prd . PR g .
research community IBERJ All |nstances Logge(‘“ "“ Settlngs S'gn Out

To qualify for this service y

-/ openstack Instances

T
Instance IP Power
0 Tenant Host Name Address Size Status Task State Actions
Project  Admin
System Panel O admin  opstack02 dummy2 10.0.0.3 512MBRAM|1VCPU|0Disk Active None Running  EditInstance ~
Overview O admin  opstack02 dummy 10002 512MBRAM|1VCPU|ODisk Acive None Running  Editinstance -
Instances Displaying 2 items
Services

S : S e-SCIENCE
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“Resources for Timeless Research”

Data PI’GSGFV&UOI’], Timbus TIMBUS

. .
* *

TIMELESS BUSINESS ® ® ©

o LIP participation aiming long term preservation of

HEP analysis performed by local researchers

o Enable systematic archival of all the analysis steps

O Replay analysis actions by re-running the same
programs as the researcher did in the past

o Running adapted/modified versions of this same
programs, and/or by using different data sets.

e-SCIENCE
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“The End”

Summary and Future

o Effort will continue on delivering high quality services

 INn the context of the Initiatives where LIP iIs involved and
where its work as been acknowledged

o Research & Development

« Investment on Cloud Computing

« Implementation of Data Preservation principles

 Best practices towards better infrastructure management
o Critical issues

« Sustainability of the e-Science infrastructures in Portugal
(Political will / Human Resources)
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