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Overview

 Comment on ownership of code blocks
 Documentation update
 Test coverage update
 Code infrastructure status
 Detector reconstruction status



  

Responsibility/Block Diagram

Project management
Rogers

Tracker
Dobbs/Santos et al

TOF
Rajaram

Detector Integration
Rogers/Lane

Build system
Rogers

Ckov
Cremaldi/Kafka

KL
Bogomilov

Accelerator physics 
analysis
Rogers/Lane

Geant4 Simulation
Rogers

Geometry + fields
Rogers/Littlefield

Data flow/API
Rogers/Richards

Data Unpacking
Karadzhov

EMR
Karadzhov/Ruslan

QA
Rogers

Documentation
Rogers

Same as in CM32!

RF
Smith



  

Documentation

 Geometry available now on the wiki
 Available as html'ed latex or pdf
 Combination of user documentation 

and overview developer 
documentation

 Intended to be read with doxygen for 
details



  

Documentation (cont)

Project management
Rogers

Tracker
Dobbs/Santos et al

TOF
Rajaram

Detector Integration
Rogers/Lane

Build system
Rogers

Ckov
Cremaldi/Kafka

KL
Bogomilov

Accelerator physics 
analysis
Rogers/Lane

Geant4 Simulation
Rogers

Geometry + fields
Rogers/Littlefield

Data flow/API
Rogers/Richards

Data Unpacking
Karadzhov

EMR
Karadzhov/Ruslan

QA
Rogers

Documentation
Rogers

 Documentation exists 
for tracker but is not 
integrated

 Documentation exists 
for data structure but 
API and core docs are 
missing



  

Python Test Coverage

ReducePyTOFPlot 4% Rajaram
MapPyTOFPlot 12% Rajaram
framework.merge_output 32% Richards (legacy from Jackson)
framework.input_transform 33% Richards (legacy from Jackson)
MapPyScalersDump 45% Karadzhov
ReducePyCkov 50% Kafka
docstore.MongoDBDocumentStore 65% Richards (legacy from Jackson)
docstore.DocumentStore 68% Richards (legacy from Jackson)
OutputPyJSON 82%
framework.utilities 83%
Go 88%
InputPyJSON 89%

Module name
Code 
Coverage Owner

 Coverage is “% of lines executed by the unit tests”



  

Cpp Test Coverage

Rogers

Karadzhov
Karadzhov, Rajaram

Richards

(Rajaram, Karadzhov
Kafka)

SciFi recon tests never ran...

Dobbs



  

Code Infrastructure
 Online

 We ran in March and again in May
 Software worked okay – but needed SOC
 Some UI issues that need to be worked through

 Data structure + API
 We have revised the data structure to include a 

particle event in the reconstruction
 We now have a hard coded, documented data 

structure
 Output in ROOT format or JSON

 Plans
 Interface classes coming soon to hard code the 

existing API (Alex Richards)
 Run-by-run control and global handling coming 

soon



  

Geometry (Matt Littlefield)

 MICE Step I geometry is now implemented in CAD and 
interfaced to MAUS

 Some integration issues need to be resolved
 Needs a look from a physics point of view

 Still risk regarding processing time



  

TOF (Durga Rajaram)



  

Tracker (Chris Heidt, Adam Dobbs)



  

Ckov (Gene Kafka)



  

KL (Mariyan Bogomilov)



  

EMR (Leila Haegel)



  

Global Reconstruction (Peter Lane)



  

Risk and Schedule

 Tracker looks like it is on schedule for April
 TOF is okay
 EMR and Ckov are at-risk

 But impact is lower
 Main risk to having working recon for Step IV comes from 

global reconstruction 
 Probably we review at the next CM and then think about 

getting more help on this 
 (6 month timeline is about right to get something done)

 Geometry is also a risk
 Nervous about processing time for tracking
 Needs a look from a more “physics” point of view

 Presumably comes with implementation of Step IV geometry, 
Step I analyses
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