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The development of CR shower  is 
characterized by
•Total hadronic cross section
•Multiplicity(N)
•Inelasticity(k)
•Secondary particle spectra
→ Interaction models

= QGSJET, EPOS, SYBILL etc.

To verify the existing models
→ measurement of forward 

particle produced at  forward 
region produced by “accelerator” 
→ LHCf

UHECR

leading 

particle
(highest energy 2nd)

EM shower

μ+/-

π0→2γ(EM)

LHCf
detector

Hadronic interactions

baryon (neutron)
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Figure 1: The cross-sections of the calorimeters viewed from IP1, left for Arm1 and right
for Arm2. The cross marks on the small calorimeters indicate the projections of zero degree
collision angle onto the detectors (‘beam center’). The shaded areas in the upper parts of
the figure indicate the shadows of the beam pipes located between IP1 and the detectors,
where the detectors are insensitive to detection of IP1 proton-proton collision products.
The dashed squares indicate the border of a 2 mm edge cut described in Sec. 4.1. The
circles and the arcs indicate the distance (r) from the ‘beam center’ of 11 mm, 22mm and
44 mm, and the pseudo-rapidity (η) of 10.15, 9.46 and 8.77, respectively. In this analysis,
the events in the regions of r < 11 mm and 22 mm < r < 44mm were used.
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The LHCf experiment can 
provide the data to calibrate the 
hadronic interaction models

Two calorimeters at ±140m 
away from the LHC IP1
(=ATLAS).

16 layers of sampling 
calorimeter with 4 lateral 
position sensitive layers

1.7 λ and 44 r.l (thin for hadron)

The LHCf experiment

Small tower

Large tower

beam center

LHCf can only observe neutral 
particles at forward region
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Importance of neutral baryon 
(≒ neutron) in CR physics 

Muon excess in CR observation is 
found relative to the MC predictions 
( ~30% than MC)

The MC predictions have large 
difference  between models ->

The number of muons increases 
with the number of baryons
: Nµ ∝ Nbaryon (correlated)

Importance of direct baryon 
measurement
→ Inelasticity (primary - leading 

baryon)

Expected muon number:

large discrepancy between models
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Hadron events at 107 p-
p collisions

Large difference among 
the models (PYTHIA, EPOS, QGS2, 

DPM3, SYBILL)

Clear difference even 
with energy resolution 
by 35%

Model spectra(LHCf neutron)
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Sensitivity study of LHCf 
detectors for neutron
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Set up of MC simulations

EPICS v8.81 (MC simulation package)

Neutrons are injected to the center of LHC 
beam (no crossing angle).

Energy : 
(100, 200, 300, 500, 750, 1000, 1500, 
2000, 2500, 3000, 3500GeV)

direction：0°

Hit position

Small tower 

(20mm tower)
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Offline (analysis) trigger was applied: 
any successive three layers coincidence : threshold level is set to be 200 
particles (1 particle ≡ 0.453MeV energy deposit )

Summation of energy deposit in 2nd to 15th layer (sumdE)

-> Energy reconstruction

Position sensitive layer
-> Lateral hit position reconstruction

Longitudinal shower development
-> For particle identification

Event Reconstruction algorithm

SumdE =
15�

i=2

dEi ×Nstepi
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Neutron incidents at small 
tower

Detection = above trigger 
level

Flat efficiency (~70%) at E 
> 500 GeV

Detection Efficiency of neutron
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sumdE to Energy 
conversion and its linearity

To reconstruct neutron energy 
from sumdE (≒ total number of 

shower particle)

Linear and quadratic Fit
→ 3% energy linearity (>500GeV)
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Performance of neutron  
energy reconstruction

Reconstruct energy by 
using inverse function of 
linear and polynomial

large fluctuation because of 
short hadronic interaction 
length

energy resolution is 
defined as the RMS of the 
distributionReconstructed Energy[GeV]
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Energy resolution

Energy resolution for each 
energy

33% ~40% resolution without 
any correction

Study of the method to improve 
energy resolution is ongoing

By using shower 
longitudinal information, 
improve to ~25% (-10%)
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Lateral hit position reconstruction

Lateral hit position resolution 
is 0.5 ~ 2.5mm
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Detector calibration at CERN-SPS

Beam test to confirm the 
performance studied by MC

“MC” Energy Scale was tested by 
using proton (150GeV & 350GeV) 
beam at CERN-SPS

(Gain of each channel is calibrated 
with 50-200GeV electron beam)

lateral position resolution was also 
studied 

same event reconstruction algorithm 
is used

that could be scanned through the beam. Data was taken under two sets of supplied

high voltage to PMTs at low (450 V) and high (600 V) gains. The high (low) gain

mode was identical (close) to the condition used in the operation at
√

s = 0.9 (7) TeV

proton-proton collisions. Throughout the section, unless specified we present only

the results from the high gain operation mode. The difference is essential only in

the discussion on the energy resolution in Section 4.3.2. The electronics for data

acquisition was essentially identical to that used in LHC except for the delay cables

of the analog signal of the calorimeters. For the beam tests described here, we

used RG58 cables with a total delay time of 300 ns while for the LHC operation we

used 200 m long low attenuation cables (C-50-3-1, 850 ns delay). Additional tests to

determine the different attenuation of these cables were also carried out during the

beam tests at SPS.

Figure 4.1.1: Setup of the beam test at SPS. Signals for the data acquisitions were
generated by the two fixed plastic scintillators (right in the figure) at the exit of
the beam pipe. The LHCf detectors (left) and the ADAMO tracker (middle) were
placed on a movable table to scan the calorimeters through the beams.

54
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Summary

Motivation for the analysis of forward neutron

MC prediction: Large discrepancy among the models

Direct measurement of inelasticity

The performance of the LHCf detector for forward neutron (only for the incident at 
calorimeter center)

~70% detection efficiency (>500GeV)

±3% energy linearity

~35% energy resolution

1mm to 2mm of lateral position resolution (weak energy dependence)

Energy scale has been tested by SPS beam test (preliminary)

The data analysis for the 7TeV pp collisions is ongoing 

17



Spare Slide
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Transition Curve

Trigger
•any successive three layers 
coincidence

The response function of 
SumdE is below
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Composed from 16 layers of 
scintillator and Tungsten and 
4 layers of lateral position 
sensor (SciFi)

Total 44r.l. and 1.7λ

performance for EM shower 
was well studied, 

but, for hadronic is not 
studied well

SAKO, T. et al. LHCF STATUS

TAN

TAN

LHCf-1 LHCf-2

Figure 1: Location of the LHCf detectors in LHC. The structure at the center is the ATLAS experiment. Two LHCf
detectors (LHCf1 and LHCf2) are installed in the TAN located 140 m from the interaction point (center of ATLAS).
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Figure 2: PT acceptance of LHCf as a function of particle
energy. Particles below lines can be detected. The solid and
dashed lines correspond to the LHC operations under zero
and 140 µrad crossing angle, respectively. Scatter plots are
distribution expected for photons in 14 TeV p-p collisions.

3 Current Status of LHCf

LHCf has already finished data taking at 0.9 and 7 TeV p-p
collisions in 2010 and removed the detectors from the LHC
tunnel.

3.1 Operation at LHC

LHCf has successfully started data taking when LHC
started proton-proton collisions in December 2009 at√

s = 0.9 TeV. After a winter shutdown, LHC restarted
physics program in the end of March at

√
s = 7 TeV. In early

Figure 3: Schematic view of the LHCf Arm1 (top) and
Arm2 (bottom) detectors

May, LHC again operated at 0.9 TeV for a short time. Until
19 July when LHCf stopped operation, LHC has integrated
luminosity up to 350 nb−1 at IP1. The beam crossing angle
was switched from zero to 100 µrad at the end of June. This
means the LHCf acceptance was increases from 8.7<η<∞
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Figure 1: Location of the LHCf detectors in LHC. The structure at the center is the ATLAS experiment. Two LHCf
detectors (LHCf1 and LHCf2) are installed in the TAN located 140 m from the interaction point (center of ATLAS).
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3 Current Status of LHCf

LHCf has already finished data taking at 0.9 and 7 TeV p-p
collisions in 2010 and removed the detectors from the LHC
tunnel.

3.1 Operation at LHC

LHCf has successfully started data taking when LHC
started proton-proton collisions in December 2009 at√

s = 0.9 TeV. After a winter shutdown, LHC restarted
physics program in the end of March at

√
s = 7 TeV. In early

Figure 3: Schematic view of the LHCf Arm1 (top) and
Arm2 (bottom) detectors

May, LHC again operated at 0.9 TeV for a short time. Until
19 July when LHCf stopped operation, LHC has integrated
luminosity up to 350 nb−1 at IP1. The beam crossing angle
was switched from zero to 100 µrad at the end of June. This
means the LHCf acceptance was increases from 8.7<η<∞
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Figure 2.9: The longitudinal structures of the Arm#1 detector (top) and the Arm#2
detector (bottom). Gray, light blue, orange and red indicate the layers of tungsten,
plastic scintillator, SciFi and silicon strip detector, respectively.

For test of the detector performance and calibrations, a beam test with the real de-
tectors after final assembly was carried out at the CERN SPS North Area H4 beam line
from 24 August to 11 September 2007. Both of the detectors were exposed to electron,
proton and muon beams. Electron beams with energies of 50, 100, 150, 180 and 200GeV,
proton beams with energies of 150 and 350GeV and a muon beam with energy of 150GeV
were used. Figure2.12 shows the schematic view of the setup. The detector was set on a
movable table at 1m from a vacuum pipe of the beam line. In front of the detector, two
scintillators and an external silicon strip detector (ADAMO) were placed to generate the
trigger signals for the data acquisition and to determine the incident positions of the beam
particle with high accuracy(less than 10µm). The data obtained in the beam test was
analyzed with the same method described in Chapter 4. The energy resolution of each
calorimeter for electrons with energy over 100GeV is less than 6%. The postion resolution
for electrons with 200GeV energy is 150µm for the Arm#1 detector and 50µm for the
Arm#2 detector [26]. The results are in good agreement with the results expected from
a MC simulation study.
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PID selection with L90

L90 is the longitudinal depth containing 
90% of the total sum of the shower 
particles.

Gamma like -> Shallower

Hadron like -> Deeper
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other hand, because the calorimeter length expressed in nuclear interaction lengths is
short (1.7λ), 20% of incident hadrons have no interaction with the calorimeters, and
the rest of incident hadrons have the first interaction at various longitudinal positions.
Therefore, the transition shape for hadronic showers have larger fluctuation than for
electromagnetic showers. The difference of the transition shape between electromagnetic
showers and hadronic showers allows us to discriminate gamma-ray incident events from
hadron incident events. In order to characterize the transition shape event by event,
the variables L20 and L90 are defined. As shown in Fig.4.12, the L20 and L90 are the
longitudinal positions containing 20% and 90% of the total sum of the shower particles,
respectively.
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Figure 4.12: The definition of L20 and L90. The top figure shows a transition curve of 1TeV
gamma-ray shower in the 20mm calorimeter. The bottom figure shows the cumulative
curve of the energy deposits from the first scintillator layer.

In order to estimate the discrimination power of this PID method, the same simulation
event set for p-p collisions used in the previous section were analyzed. The correlation
distribution between L20 and L90 for single gamma-ray events and single hadron events
after the event selection for “single-hit” event are shown in Fig.4.13. As shown in Fig.4.13,
while “single gamma-ray hit” events have small L90 value, most of “single hadron hit”
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energy ratio of two photons and the detectors because of the dif-
ferent readout pitches of the Arm1 SciFi belts and the Arm2 silicon
micro-strip sensors. When the separation is greater than 1 mm and
the lower energy photon has more than 5% of the energy of the
nearby photon, the efficiencies for identifying multi-hit events are
>70% and >90% for Arm1 and Arm2, respectively.

To estimate the systematic uncertainty in the multi-hit iden-
tification efficiency, we produced an artificial sample of multi-hit
event sets by superimposing two clearly single photon-like events
for both the experimental and MC data based on the EPOS 1.99
model [20]. Details of the MC simulations are described in Sec-
tion 5. To choose the energies and separation of a photon pair, we
followed the distributions determined by the DPMJET 3.04 model
[21]. For the two artificial data sets the efficiencies for identifying
multi-hit events do not differ by more than 10% and 3% over the
entire energy range for Arm1 and Arm2, respectively. This affects
the final single photon energy spectrum shape by less than 1% be-
low 1.5 TeV and increasingly up to 2–20% at 3 TeV. The maximum
difference is found for the Arm1 large calorimeter.

Next, we compared the effect of the multi-hit cut on the Arm1
and Arm2 detectors. While the fraction of events thrown out by
this cut differs by less than 5% between 0.5 TeV and 1.5 TeV, it
gradually increases to 30% and 60% at 3 TeV for the small and large
calorimeters, respectively. The main reason for these differences is
the different geometry of the Arm1 and Arm2 calorimeters. The
different performances of the position sensitive detectors in the
two Arms and an uncertainty in the absolute energy scale dis-
cussed in Section 3.4 may also contribute to the differences in
multi-hit identification fractions of the Arm1 and Arm2 detectors.
Because we cannot presently separate the sources of the differ-
ence and hence cannot apply corrections to the data, we assign
the differences divided by

√
2 as part of the systematic uncer-

tainty for each detector. Finally we take quadratic sum of the two
uncertainties related to the multi-hit identification efficiency and
the multi-hit cut as systematic error of the single photon selection
procedure.

3.3. Photon event selection

To select only electromagnetic showers and eliminate hadron
(predominantly neutron) contamination, a simple parameter, L90%
is defined. L90% is the longitudinal distance in radiation lengths
measured from the entrance to a calorimeter to the position where
90% of the total shower energy has been deposited. Fig. 3 shows
the distribution of L90% for the 20 mm calorimeter of the Arm1
detector for the events with the reconstructed energy between
500 GeV and 1 TeV. Two distinct peaks are observed correspond-
ing to photon and hadron (neutron) events. The L90% distributions
for pure photon and hadron samples are generated by MC simu-
lation using the collision product generator QGSJET II-03 [22] as
shown in Fig. 3. They are called ‘templates’ hereafter. The choice
of hadron interaction model in determining the template does not
affect the results in this Letter. In the event selection, we set an
energy dependent criteria in L90% to keep the photon detection
efficiency εPID = 90% over the entire energy range based on the
photon template. The purity of the selected photon events is deter-
mined by normalizing the template functions to the observed L90%
distribution. The purity, P , is defined as P = Nphot/(Nphot + Nhad)
in each energy bin. Here Nphot and Nhad are the numbers of pho-
ton and hadron (neutron) events in the templates in the selected
L90% range. Multiplying each energy bin by P × ε−1

PID , we obtained
non-biased photon energy spectra.

Some disagreements in the L90% distribution are found between
the data and the MC calculations. This may be caused by errors in
the absolute energy determination and channel-to-channel calibra-

Fig. 3. The L90% distribution measured by the Arm1 20 mm calorimeter for the re-
constructed energy of 500 GeV–1 TeV. Plots are experimental data and the red and
blue histograms are the templates calculated from the pure photon and pure hadron
MC events, respectively. The two templates are independently normalized to best
describe the observed data. (For interpretation of the references to color in this fig-
ure legend, the reader is referred to the web version of this Letter.)

tions and may also be motivation for studying the LPM effect in
detail. Here we consider a systematic uncertainty caused by the
uncertainty of the template fitting method in the correction of
the photon spectra. Small modifications of the template functions,
widening with respect to the peak position up to 20% and con-
stant shift up to 0.7 radiation lengths, to give the best match with
the data, provide another estimate of the correction to the photon
spectra. The difference of the correction factors between the orig-
inal and the modified template methods amount to 5–20% from
low to high photon energy and this is assigned as a systematic un-
certainty of the particle identification in the final spectra.

3.4. Energy scale uncertainty from π0 mass reconstruction

When each of two calorimeters records a single photon as
shown in Fig. 2, shower ‘leakage in’ is corrected according to a
function based on MC simulation. Using the corrected energies and
positions of the shower axes, the invariant mass of the photon pair
is calculated assuming their vertex is at the interaction point. In
MC simulations of the full detector response and the analysis pro-
cess, we confirmed the reconstructed mass peaks at 135.2 MeV in
Arm1 and 135.0 MeV in Arm2, thus reproducing the π0 mass. The
statistical uncertainty in the reconstructed invariant mass of the
MC simulations is ±0.2 MeV.

On the other hand, the reconstructed invariant masses of pho-
ton pairs for the experimental data are 145.8 ± 0.1 MeV (Arm1)
and 140.0 ± 0.1 MeV (Arm2) where ±0.1 MeV uncertainties are
statistical. A portion of the 7.8% and 3.7% invariant mass excess
compared to the π0 mass reconstructed in the MC simulations
can be explained by the well understood systematic error of the
absolute energy scale, estimated to be ±3.5%. This 3.5% systematic
error is dominated by the errors in factors converting measured
charge to deposited energy and by the errors in corrections for
non-uniform light collection efficiency. Uncertainties in determin-
ing the opening angle of a photon pair and the shower leakage-in
correction, typically ±1% and ±2% respectively, are also sources of
error in mass reconstruction. These known elements quadratically
add up to a systematic mass shift of 4.2% and can explain the mass
shift in the Arm2 detector, but not Arm1.

Because all the two photon invariant mass shift may not be due
to the energy scale uncertainty, we did not apply any correction for

PID selection with L90 was well 
studied in gamma analysis



Fluctuation of visible energy

The LHCf detector CANNOT 
contain overall of shower 
especially for hadronic showers

Fluctuate due to the amount of　
contain of shower

Because the LHCf detectors 
have only 1.7 hadronic 
interaction length, over 20% of 
neutrons do not interact with 
detector
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Figure 2.9: The longitudinal structures of the Arm#1 detector (top) and the Arm#2
detector (bottom). Gray, light blue, orange and red indicate the layers of tungsten,
plastic scintillator, SciFi and silicon strip detector, respectively.

For test of the detector performance and calibrations, a beam test with the real de-
tectors after final assembly was carried out at the CERN SPS North Area H4 beam line
from 24 August to 11 September 2007. Both of the detectors were exposed to electron,
proton and muon beams. Electron beams with energies of 50, 100, 150, 180 and 200GeV,
proton beams with energies of 150 and 350GeV and a muon beam with energy of 150GeV
were used. Figure2.12 shows the schematic view of the setup. The detector was set on a
movable table at 1m from a vacuum pipe of the beam line. In front of the detector, two
scintillators and an external silicon strip detector (ADAMO) were placed to generate the
trigger signals for the data acquisition and to determine the incident positions of the beam
particle with high accuracy(less than 10µm). The data obtained in the beam test was
analyzed with the same method described in Chapter 4. The energy resolution of each
calorimeter for electrons with energy over 100GeV is less than 6%. The postion resolution
for electrons with 200GeV energy is 150µm for the Arm#1 detector and 50µm for the
Arm#2 detector [26]. The results are in good agreement with the results expected from
a MC simulation study.
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Figure 2.9: The longitudinal structures of the Arm#1 detector (top) and the Arm#2
detector (bottom). Gray, light blue, orange and red indicate the layers of tungsten,
plastic scintillator, SciFi and silicon strip detector, respectively.

For test of the detector performance and calibrations, a beam test with the real de-
tectors after final assembly was carried out at the CERN SPS North Area H4 beam line
from 24 August to 11 September 2007. Both of the detectors were exposed to electron,
proton and muon beams. Electron beams with energies of 50, 100, 150, 180 and 200GeV,
proton beams with energies of 150 and 350GeV and a muon beam with energy of 150GeV
were used. Figure2.12 shows the schematic view of the setup. The detector was set on a
movable table at 1m from a vacuum pipe of the beam line. In front of the detector, two
scintillators and an external silicon strip detector (ADAMO) were placed to generate the
trigger signals for the data acquisition and to determine the incident positions of the beam
particle with high accuracy(less than 10µm). The data obtained in the beam test was
analyzed with the same method described in Chapter 4. The energy resolution of each
calorimeter for electrons with energy over 100GeV is less than 6%. The postion resolution
for electrons with 200GeV energy is 150µm for the Arm#1 detector and 50µm for the
Arm#2 detector [26]. The results are in good agreement with the results expected from
a MC simulation study.
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For test of the detector performance and calibrations, a beam test with the real de-
tectors after final assembly was carried out at the CERN SPS North Area H4 beam line
from 24 August to 11 September 2007. Both of the detectors were exposed to electron,
proton and muon beams. Electron beams with energies of 50, 100, 150, 180 and 200GeV,
proton beams with energies of 150 and 350GeV and a muon beam with energy of 150GeV
were used. Figure2.12 shows the schematic view of the setup. The detector was set on a
movable table at 1m from a vacuum pipe of the beam line. In front of the detector, two
scintillators and an external silicon strip detector (ADAMO) were placed to generate the
trigger signals for the data acquisition and to determine the incident positions of the beam
particle with high accuracy(less than 10µm). The data obtained in the beam test was
analyzed with the same method described in Chapter 4. The energy resolution of each
calorimeter for electrons with energy over 100GeV is less than 6%. The postion resolution
for electrons with 200GeV energy is 150µm for the Arm#1 detector and 50µm for the
Arm#2 detector [26]. The results are in good agreement with the results expected from
a MC simulation study.
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detector (bottom). Gray, light blue, orange and red indicate the layers of tungsten,
plastic scintillator, SciFi and silicon strip detector, respectively.

For test of the detector performance and calibrations, a beam test with the real de-
tectors after final assembly was carried out at the CERN SPS North Area H4 beam line
from 24 August to 11 September 2007. Both of the detectors were exposed to electron,
proton and muon beams. Electron beams with energies of 50, 100, 150, 180 and 200GeV,
proton beams with energies of 150 and 350GeV and a muon beam with energy of 150GeV
were used. Figure2.12 shows the schematic view of the setup. The detector was set on a
movable table at 1m from a vacuum pipe of the beam line. In front of the detector, two
scintillators and an external silicon strip detector (ADAMO) were placed to generate the
trigger signals for the data acquisition and to determine the incident positions of the beam
particle with high accuracy(less than 10µm). The data obtained in the beam test was
analyzed with the same method described in Chapter 4. The energy resolution of each
calorimeter for electrons with energy over 100GeV is less than 6%. The postion resolution
for electrons with 200GeV energy is 150µm for the Arm#1 detector and 50µm for the
Arm#2 detector [26]. The results are in good agreement with the results expected from
a MC simulation study.
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