
Simulating the dark Universe: 
The role of baryons

Prof. Justin Read
University of Surrey | ETH Zürich

Alexander Hobbs, George Lake, Romain Teyssier

Wednesday, January 30, 2013



Outline

1. “DM-only” simulations. 

2. The trouble with Warm Dark Matter.

3. The role of baryon physics on small scales.

4. The future | The Agora project.

5. Conclusions.

Wednesday, January 30, 2013



Potter 2006; Springel 2008; Stadel 2009

1. “DM-only” simulations

Wednesday, January 30, 2013



Potter 2006; Springel 2008; Stadel 2009

1. “DM-only” simulations

Wednesday, January 30, 2013



Potter 2006; Springel 2008; Stadel 2009

1. “DM-only” simulations

Wednesday, January 30, 2013



Potter 2006; Springel 2008; Stadel 2009

1. “DM-only” simulations

Wednesday, January 30, 2013



Potter 2006; Springel 2008; Stadel 2009

Halo mass function

M-2M-2M-2

1. “DM-only” simulations

Wednesday, January 30, 2013



Potter 2006; Springel 2008; Stadel 2009

1. “DM-only” simulations

Wednesday, January 30, 2013



Potter 2006; Springel 2008; Stadel 2009

1. “DM-only” simulations

Wednesday, January 30, 2013



‘Universal’ density profile

Navarro, Frenk & White 1996

Potter 2006; Springel 2008; Stadel 2009

1. “DM-only” simulations

Wednesday, January 30, 2013



‘Universal’ density profile

Navarro, Frenk & White 1996

Potter 2006; Springel 2008; Stadel 2009

1. “DM-only” simulations

Wednesday, January 30, 2013



‘Universal’ density profile

Navarro, Frenk & White 1996

r-1

‘cusp’

Potter 2006; Springel 2008; Stadel 2009

1. “DM-only” simulations

Wednesday, January 30, 2013



‘Universal’ density profile

Navarro, Frenk & White 1996

r-1

‘cusp’

r-3

Potter 2006; Springel 2008; Stadel 2009

1. “DM-only” simulations

Wednesday, January 30, 2013



1690 V. Springel et al.

Figure 2. The top left-hand panel shows the projected dark matter density at z = 0 in a slice of thickness 13.7 Mpc through the full box (137 Mpc on a side) of
our 9003 parent simulation, centred on the ‘Aq-A’ halo that was selected for resimulation. The other five panels show this halo resimulated at different numerical
resolutions. In these panels, all particles within a cubic box of side length 2.5 × r50 centred on the halo are shown. The image brightness is proportional to the
logarithm of the squared dark matter density S(x, y) projected along the line of sight, and the colour hue encodes the local velocity dispersion weighted by the
squared density along the line of sight. We use a two-dimensional colour table (as shown on the left-hand side) to show both of these quantities simultaneously.
The colour hue information is orthogonal to the brightness information; when converted to black and white, only the density information remains, with a
one-dimensional grey-scale colour map as shown on the left-hand side. The circles mark r50.

excursion set method. Based on local dark matter density estimates
calculated with the SPH kernel interpolation approach for all high-
resolution particles, we first identify a set of subhalo candidates,
which are locally overdense structures found within a given input
group of particles identified with a FOF (friends-of-friends) group
finder (Davis et al. 1985). These are then subjected to a gravita-
tional unbinding procedure that iteratively eliminates all unbound
particles. Provided more than 20 bound particles remain, we record
the particle group as a genuine subhalo in our group catalogue. For
each subhalo, we calculate a number of physical properties, such

as the maximum circular velocity, spin and velocity dispersion, and
we store the particles in order of the gravitational binding energy,
which is useful for tracking subhaloes between simulation outputs
at different times. We have fully parallelized the SUBFIND and
FOF algorithms for distributed memory systems and inclined them
in our simulation code GADGET-3. Thus group finding can be done
on the fly during the simulation, if desired. This is often advanta-
geous as these calculations are computationally quite intense and
require equally large memory as the dynamical simulation code
itself.

C© 2008 The Authors. Journal compilation C© 2008 RAS, MNRAS 391, 1685–1711

GHALO; Stadel et al. 2009 | Aquarius; Springel et al. 2008
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Discreteness effects in HDM/WDM simulations 11

Figure 9. The cumulative halo mass function in eight simula-
tions of an HDM universe. Seven of these start from the same re-
alisation of the HDM density fluctuation field within a 100Mpc/h
box, but use different initial particle loads. One follows evolution
within a 200Mpc/h box in order to better constrain the high mass
end of the mass function. Simulations starting from a glass initial
load are indicated by solid lines, while those starting from a grid
are indicated by dashed lines. The number of particles in each
simulation is indicated by labels in the upper panel. The dotted
line in this panel is an approximate power-law fit to the low-mass
end of the mass function, and the lower panel replots the mass
functions relative to this power law in order to emphasise the up-
turn due to discreteness effects. Dashed vertical lines separated
by factors of two provide a rough indication of the scale where
spurious halos start to dominate in the various cases. The haloes
here were identified using an FOF algorithm with b = 0.2 (Davis
et al 1985).

somewhat larger masses in the glass case than in the grid
case. Notice also that the upturn for the N = 2563 glass
simulation in a 200h−1Mpc box agrees very well with that
for the N = 1283 glass simulation in a 100h−1Mpc box. This
confirms that it is the mean interparticle separation which
sets the mass scale, rather than properties of the simulation
code or of the particular HDM realisation simulated.

If we take the effective lower resolution limit of our
HDM simulations to be given by the dashed vertical lines
in the lower panel of Fig. 9, we find that it can be expressed
as Mlim = 10.1 × ρ̄ d k−2

peak, where ρ̄ is the mean density of
the universe, kpeak is the wavenumber at the maximum of
∆2(k), the dimensionless power per ln k in the linear initial
conditions, d = N−1/3L is the mean interparticle separation,
N is the number of simulation particles, and L is the side
of the computational box. For our HDM initial conditions
kpeak = 4.2×λ−1

fs = 0.1×(mν/30eV )Mpc−1. The coefficient
in our expression for Mlim is estimated directly from our
HDM results. It may depend significantly on the shape of
the primordial power spectrum and so need modification for
WDM initial conditions. The scaling Mlim ∝ N−1/3 should
still hold in this case, however. Comparing our formula
without modification to the numerical results of Bode et al.

(2001) using kpeak = 2.3 and 1.1 Mpc−1, as appropriate
for their two WDM models, gives Mlim = 3 × 1010 and
1.2× 1011h−1M". These values agree well with the upturns
in the mass functions which they plot in their Fig. 9. Thus
with a parametrisation based on the wavenumber at the
peak of ∆2(k), the dependence on the overall shape of the
power spectrum appears to be weak.

This effective resolution limit is unfortunate news for
simulations of HDM and WDM universes. In our high-
est resolution HDM model, for example, the N = 5123

glass simulation of a 100Mpc/h box, the resolution limit is
Mlim = 8.8 × 1012h−1M", which corresponds to a clump of
4300 simulation particles. Thus only halos with 5000 parti-
cles or more can be considered reliable. This is two or three
orders of magnitude below the masses of typical big halos in
the simulation. Contrast this with simulations of CDM uni-
verses where the positions, velocities and masses of haloes
are reasonably well reproduced even for objects with about
100 simulation particles, giving a logarithmic dynamic range
which is about twice as large. Furthermore the effective dy-
namic range in halo mass increases in proportion to N for
CDM simulations, but only in proportion to N1/3 in HDM
or WDM simulations.

These results are interesting for the question of whether
WDM models can reproduce the observed properties of
dwarf satellite galaxies in the Milky Way. Available kine-
matic data for dwarf spheroidals suggest that they are sit-
ting in dark matter halos with maximum circular velocities
of order 30 km/s (e.g. Stoehr et al. 2002; Kazantzidis et al.
2004) corresponding to masses (for an isolated object) of
about 1010M". After discounting the spurious low-mass ha-
los, the mass functions shown in Fig. 9 of Bode et al. (2001)
demonstrate that halos of such small mass are not expected
for a WDM particle mass of 175 eV and are still strongly
suppressed relative to ΛCDM for a mass of 350 eV. We in-
fer that WDM particle masses well in excess of 500 eV will
be necessary to produce “Milky Way” halos with sufficient
substructure to host the observed satellites. This is, however,
less stringent by a factor of several than constraints based
on structure in the Lyman α forest (e.g. Viel et al. 2006).
It will be interesting to carry out simulations of sufficient
resolution to test whether the internal structure of subhalos
in a WDM universe is consistent with that inferred for the
halos of Milky Way dwarfs. The resolution limitations we
have explored in this paper imply that, although possible,
this will be a major computational challenge.
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resolution to test whether the internal structure of subhalos
in a WDM universe is consistent with that inferred for the
halos of Milky Way dwarfs. The resolution limitations we
have explored in this paper imply that, although possible,
this will be a major computational challenge.

ACKNOWLEDGEMENTS

We thank Volker Springel for help in devising a glass-
making scheme which suppresses Poisson-solver-induced
power spikes. We thank Adrian Jenkins for the suggestion
to consider idealised bar collapses. We thank both of them
and also Liang Gao for a number of very useful discussions
of the material presented in this paper.

REFERENCES

Bardeen J. M., Bond J. R., Kaiser N., Szalay A. S., 1986,
ApJ, 304, 15

c© 2006 RAS, MNRAS 000, 1–13

2. The trouble with Warm Dark Matter

Wang & White 2007

Resolution improves as N1/3

Wednesday, January 30, 2013



2. The trouble with Warm Dark Matter

Hobbs, Read et al. in prep. 2013

∆x

Wednesday, January 30, 2013



2. The trouble with Warm Dark Matter

Hobbs, Read et al. in prep. 2013

�∆x

Wednesday, January 30, 2013



2. The trouble with Warm Dark Matter

Hobbs, Read et al. in prep. 2013

�

�

∆x

Wednesday, January 30, 2013



2. The trouble with Warm Dark Matter

Hobbs, Read et al. in prep. 2013

�

�

��
��

∆x

Wednesday, January 30, 2013



2. The trouble with Warm Dark Matter

Hahn et al. 2012; and see also Melott & Shandarin 1989; Splinter et al. 1998; Romeo et al. 2008

Simulating collisionless DM fluids 17

Figure 16. Density fields at fixed force resolution with increasing mass resolution for the two methods. Shown is the maximum density
projection of a 13× 13× 40h−3Mpc3 region in the 1283, 2563 and 5123 particle simulations for standard PM (top row), TCM (middle row)
and T4PM (bottom row). In all cases a 5123 mesh was used to compute the forces. CIC density estimates were obtained on a mesh with
two times the number of cells compared to the number of particles per linear dimension, i.e. 2563 for the 1283 particle runs for example.
Compared to the PM simulations, all the beads-on-a-string artificial fragments are gone in TCM and T4PM.

T4PM thus perform significantly better at low and interme-

diate densities, we clearly see the limitation of these methods

that we discussed before. Both, TCM and T4PM do not con-

verge at the highest densities. We see here clear evidence that

at densities δ � 100, densities are consistently shifted upwards

compared to the standard PM method with a pronounced ex-

cess at the highest densities δ � 2000. As discussed before, we

expect that the methods break down in regions of heavy mix-

ing which should only occur inside of haloes, consistent with

the deviations that we see only at densities δ � 100.

Finally, we also investigate the density PDFs obtained

from density estimates that directly use the tesselation of the

dark matter sheet density (as in AHK11). The results for stan-

dard PM and TCM are shown in Figure 18. We first observe

that we obtain density PDFs that are completely independent

of resolution at densities δ � 1000 demonstrating the much

improved quality of density estimates based on the dark mat-

ter sheet when compared to the CIC estimates. At the same

time, we now see that all estimates based on either standard

PM or TCM do not converge at the highest densities for the

resolutions we considered. Since the CIC estimate for stan-

dard PM was perfectly converged at those densities, we can

conclude that it is in fact the piecewise linear approximation

that breaks down in the highest density regions. Since the den-

sity estimate is perfect in all other regions even with the lowest

number of flow tracers considered, it is clear that the resolu-

tion needs to be improved only in regions of heavy mixing and

not globally.

4.4 Analysis III : density power spectra

We finally quantify the differences in the density fields sourc-

ing the gravitational forces using density power spectra. We

calculate these power–spectra from the actual density field

that is used in the gravitational force determination. We con-

sider here the case of a force resolution fixed to 512
3
cells and

varying mass resolution from 128
3
to 256

3
to 512

3
particles

and flow tracers, respectively, i.e. for the same simulations as

in Figure 16. The bin positions and sizes are identical for all

spectra we show.

c� 2012 RAS, MNRAS 000, 1–22
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that we discussed before. Both, TCM and T4PM do not con-
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at densities δ � 100, densities are consistently shifted upwards

compared to the standard PM method with a pronounced ex-

cess at the highest densities δ � 2000. As discussed before, we

expect that the methods break down in regions of heavy mix-

ing which should only occur inside of haloes, consistent with

the deviations that we see only at densities δ � 100.

Finally, we also investigate the density PDFs obtained

from density estimates that directly use the tesselation of the

dark matter sheet density (as in AHK11). The results for stan-

dard PM and TCM are shown in Figure 18. We first observe

that we obtain density PDFs that are completely independent

of resolution at densities δ � 1000 demonstrating the much

improved quality of density estimates based on the dark mat-

ter sheet when compared to the CIC estimates. At the same

time, we now see that all estimates based on either standard
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resolutions we considered. Since the CIC estimate for stan-
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number of flow tracers considered, it is clear that the resolu-

tion needs to be improved only in regions of heavy mixing and

not globally.
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We finally quantify the differences in the density fields sourc-
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calculate these power–spectra from the actual density field

that is used in the gravitational force determination. We con-

sider here the case of a force resolution fixed to 512
3
cells and

varying mass resolution from 128
3
to 256

3
to 512

3
particles

and flow tracers, respectively, i.e. for the same simulations as
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T4PM thus perform significantly better at low and interme-

diate densities, we clearly see the limitation of these methods

that we discussed before. Both, TCM and T4PM do not con-

verge at the highest densities. We see here clear evidence that

at densities δ � 100, densities are consistently shifted upwards

compared to the standard PM method with a pronounced ex-

cess at the highest densities δ � 2000. As discussed before, we

expect that the methods break down in regions of heavy mix-

ing which should only occur inside of haloes, consistent with

the deviations that we see only at densities δ � 100.

Finally, we also investigate the density PDFs obtained

from density estimates that directly use the tesselation of the

dark matter sheet density (as in AHK11). The results for stan-

dard PM and TCM are shown in Figure 18. We first observe

that we obtain density PDFs that are completely independent

of resolution at densities δ � 1000 demonstrating the much

improved quality of density estimates based on the dark mat-

ter sheet when compared to the CIC estimates. At the same

time, we now see that all estimates based on either standard

PM or TCM do not converge at the highest densities for the

resolutions we considered. Since the CIC estimate for stan-

dard PM was perfectly converged at those densities, we can

conclude that it is in fact the piecewise linear approximation

that breaks down in the highest density regions. Since the den-

sity estimate is perfect in all other regions even with the lowest

number of flow tracers considered, it is clear that the resolu-

tion needs to be improved only in regions of heavy mixing and

not globally.

4.4 Analysis III : density power spectra

We finally quantify the differences in the density fields sourc-

ing the gravitational forces using density power spectra. We

calculate these power–spectra from the actual density field

that is used in the gravitational force determination. We con-

sider here the case of a force resolution fixed to 512
3
cells and

varying mass resolution from 128
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to 256

3
to 512

3
particles

and flow tracers, respectively, i.e. for the same simulations as

in Figure 16. The bin positions and sizes are identical for all

spectra we show.
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6 R. Teyssier et al.

Figure 2. Evolution of the dark matter density profile over the 2
Gyr of evolution for the control run with adiabatic (no cooling and
no star formation) hydrodynamics. We see that the dark matter
halo and the hydrostatic gas halo are both perfectly stable over
the whole simulation.

Figure 3. Evolution of the dark matter density profile over the
2 Gyr of evolution for the control run with cooling, star forma-
tion but no feedback. The dark matter halo has been strongly
adiabatically contracted.

We also see the formation of a massive bulge in the cen-
tre of the galaxy, leading to an overall highly concentrated
baryons distribution. The associated SF history can be seen
on Figure 5: it is on average very high, around 1 M!/yr,
with short bursts reaching 4 to 6 M!/yr, associated to the
formation of dense gas clumps. Such a high SF rate is usu-
ally associated to massive galaxies at low redshift. This is
quite unrealistic for dwarf galaxies we see today (Hopkins
et al. 2002). The effect of this strongly dissipative evolution
on the dark matter profile can be seen on Figure 3. After

Figure 4. Evolution of the dark matter density profile over the 2
Gyr of evolution for the control run with cooling, star formation
and stellar feedback. We see the formation of a large core. We
also show for comparison the analytical fit (dashed line) based on
a pseudo-isothermal profile (see text for details)

1 Gyr, the dark matter distribution has been adiabatically
contracted very significantly by baryons. The inner slope of
the dark matter density profile is close to -2, and no core is
visible. It is worth mentioning that although we have a very
clumpy structure in the ISM and in the stellar distribution,
it does not trigger the formation of a dark matter core in our
case: the mechanism proposed by Mashchenko et al. (2006)
(see also El-Zant et al. 2001) does not work here, probably
because our clumps are not massive enough.

We now move to our final run with gas cooling, SF and
stellar feedback. The evolution of the star forming disk is
dramatically different from the “no feedback” run. We see
in Figure 1 that the final gas distribution shows a very thick,
turbulent disk, with strong outflows made of shredded clouds
and filaments. The face-on view reveals that many gas clouds
form in the outskirts of the disk, while the central region has
been evacuated by stellar feedback, giving rise to the wind.
The temperature map illustrates nicely the hot gas in the
wind, segregating from the cold gas in the ISM. Star for-
mation still proceeds within dense clouds, but these are not
long-lived anymore. This is why we don’t see any massive
star clusters in the stellar surface density map. Only a few
managed to survive. This is one of the key qualitative fea-
tures of our stellar feedback implementation: gravitational
instability and shock compression trigger the formation of
star forming clouds, which are then quickly disrupted by
stellar feedback, recycling the unused gas into the ISM and
giving rise to the galactic wind.

The SF rate plotted in Figure 5 is one order of mag-
nitude lower in average than the “no feedback” case. It ex-
hibits strong bursts followed by quiescent phases. When gas
cools down and sinks towards the central region, SF rises
sharply and triggers a starburst. Stellar feedback then re-
moves the gas into the hot wind, leaving the central kpc
almost devoid of gas. This explains the very low star forma-
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case: the mechanism proposed by Mashchenko et al. (2006)
(see also El-Zant et al. 2001) does not work here, probably
because our clumps are not massive enough.

We now move to our final run with gas cooling, SF and
stellar feedback. The evolution of the star forming disk is
dramatically different from the “no feedback” run. We see
in Figure 1 that the final gas distribution shows a very thick,
turbulent disk, with strong outflows made of shredded clouds
and filaments. The face-on view reveals that many gas clouds
form in the outskirts of the disk, while the central region has
been evacuated by stellar feedback, giving rise to the wind.
The temperature map illustrates nicely the hot gas in the
wind, segregating from the cold gas in the ISM. Star for-
mation still proceeds within dense clouds, but these are not
long-lived anymore. This is why we don’t see any massive
star clusters in the stellar surface density map. Only a few
managed to survive. This is one of the key qualitative fea-
tures of our stellar feedback implementation: gravitational
instability and shock compression trigger the formation of
star forming clouds, which are then quickly disrupted by
stellar feedback, recycling the unused gas into the ISM and
giving rise to the galactic wind.
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Reduced Masses of Satellites 5

halo mass relation (Guo et al. 2010; Behroozi et al. 2010;
Moster et al. 2010; Conroy & Wechsler 2009; Yang et al.
2011; Neistein et al. 2011; Leauthaud et al. 2012). Also,
since star formation becomes metallicity dependent in
this H2-based scheme, it lowers the star formation effi-
ciency in the low mass, low metallicity satellites stud-
ied in this paper, preventing them from overproducing
stars. Governato et al. (2012) previously demonstrated
that the stellar masses and total masses at < 1 kpc for
simulated field galaxies in the same stellar mass range as
the satellite galaxies in this paper are in excellent agree-
ment with the observational data.
It is possible that some of the gas-rich satellites in-

cluded in this work may be unphysically gas-rich, because
SPH does not accurately model small-scale hydrodynam-
ical instabilities that can lead to enhanced gas stripping
from satellites (Agertz et al. 2007; Mitchell et al. 2009).
However, Weisz et al. (2011) have recently shown that
dSphs with MB < −10 have extended SFHs, suggesting
that the majority of observed gas-free satellites at z = 0
had gas until recently. Thus, despite the fact that some of
our satellites in the luminosity range of the MW’s dSphs
have gas at z = 0, their SFHs are consistent with those
observed.

3. REDSHIFT 0 RESULTS

In this Section, we present the density and circular ve-
locity profiles of satellites of MW-massed disk galaxies
at present day. We begin in Figure 2, where we com-
pare the circular velocity, vc, curves of all the satellites
in the SPH and DM-only runs. The impact of baryonic
physics on the circular velocity curves of the simulated
satellites is immediately clear in this figure. Despite be-
ing run with the same initial conditions, the subhalos in
the SPH runs all have lower circular velocities at 1 kpc
than satellites in the DM-only runs. Since measuring vc
at a given radius of a galaxy is equivalent to probing the
enclosed total mass at that radius, this figure highlights
that SPH satellites contain less mass within their inner
1 kpc than their DM-only counterparts.
In order to study the effect that star formation has had

on the internal structure of the satellites, we have divided
the satellite sample by stellar mass at z = 0. “Luminous”
satellites have stellar mass greater than 107M!, while
“low-luminosity” satellites are those with stellar masses
less than 107M!. We further subdivide the luminous
satellites into categories of gas-rich and gas-free. We do
this in order to distinguish between simulated satellites
that would match the MW’s dSph population, which are
all gas-free dwarfs, and simulated satellites that more
closely resemble the Magellanic clouds, which are gas-
rich. All of the satellites categorized as “low luminosity”
are gas-free.
In Figure 3 we show the dark matter density pro-

files, ρ(r), for a subsample of the SPH satellites (black
solid lines) and their DM-only counterparts (blue dashed
lines). Each panel in this figure shows satellites from one
of the three categories we have defined – the three most
luminous gas-rich satellites are shown in the left panel,
the three most luminous and gas-free galaxies in the mid-
dle panel, and the three least luminous satellites in the
right panel. Figure 3 shows that the most luminous and
gas rich satellites in the SPH runs are less dense and have
flatter inner density profiles than their DM-only coun-

Fig. 2.— The circular velocity, vc, profiles of satellites in DM-only
simulations (blue dashed lines) and baryon + DM (SPH) simula-
tions (black solid lines), run from the same set of initial conditions.
The SPH satellites have lower circular velocities at 1 kpc than satel-
lites in the DM-only runs.

terparts. While the luminous gas-free satellites (middle
panel) do not appear strongly cored, a direct comparison
between the SPH and DM-only matches shows that the
SPH runs do have a more shallow inner profile. Impor-
tantly, these gas-free, luminous satellites have dramati-
cally lower densities overall than their DM-only counter-
parts. At the lowest luminosity end, however, the satel-
lites in the SPH and DM-only runs tend to have compa-
rable density profiles (slope and normalization). Hence,
the process that lowers the density in our SPH satellites
is more effective at the high stellar mass end than at the
low stellar mass end. We demonstrate that this process
is related to the SFH of each satellite in the next sec-
tion. We note that because the DM particle masses in
the SPH run are lower than in the DM-only run by the
cosmic baryon factor, fbar (i.e., these particles have been
split into DM and gas in the initial conditions), we have
reduced the DM-only densities by fbar in order to make
a direct comparison in this figure.
Figures 2 and 3 demonstrate that, even at moderate

dSph galaxy luminosities (MV ! −12, similar to Leo
I or And II), baryonic processes result in an expanded

Zolotov et al. 2012; and see Read et al. 2006; Penarrubia et al. 2010
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4 Zolotov et al.

TABLE 1
Satellite Properties

Satellite ID MV MHI [M!] MHI [M!] zinfall
z = 0 z = 0 zinfall
(1) (2) (3) (4)

h258, sat1 −13.7 3.5e5 1.5e7 0.6
h258, sat2 −12.8 3.4e5 8.9e6 0.9
h258, sat3 −12.6 737.5a 6.5e6 2.1
h258, sat4 −13.3 0. 3.4e6 1.3
h258, sat5 −13.0 0. 5.7e7 2.1
h258, sat6 −11.3 1.2e5 2.6e6 1.0
h258, sat7 −12.1 0. 9.1e5 1.2
h258, sat8 −9.0 0. 0 1.5
h258, sat9 −9.9 0. 2.2e5 1.8
h258, sat10 −8.8 0. 0 1.3
h258, sat11 −10.7 0. 1.4e6 1.0
h258, sat12 −9.5 0. 5.4e4 2.1
h258, sat13 −10.1 0. 7.3e3 1.2

h277, sat1 −13.7 3.2e7 2.2e7 0.02
h277, sat2 −13.1 3.8e7 3.7e7 0.2
h277, sat3 −13.9 5.1e6 3.8e7 1.5
h277, sat4 −13.0 1.3e6 3.0e6 0.9
h277, sat5 −10.1 0. 0 1.4
h277, sat6 −10.2 0. 9.0e6 1.6
h277, sat7 −9.5 0. 1.4e5 1.6

Note. — Column (1) V -band magnitude, calculated based
on the age and metallicity of the star particles and adopt-
ing the Starburst99 stellar population synthesis models of
Leitherer et al. (1999) and Vázquez & Leitherer (2005) for a
Kroupa IMF (Kroupa 2001). Column (2) is the mass in HI gas
in the satellite at z=0. Column (3) is the mass in HI gas in
the satellite at infall. The redshift of infall is listed in column
(4).
a Given the radial distance of this object from the center of
the main halo that it orbits, this mass of HI would remain
undetected by current HI observations. We therefore consider
it a dSph analog.

do this, we successively identify the halo at each higher
z step that contains the most DM mass of the lower z
halo. We verified that all of our z = 0 luminous satel-
lites have had more than 7000 DM particles within their
virial radius at some point in the halo’s history, ensur-
ing that their stellar masses are robust to resolution ef-
fects. We exclude bright, Magellanic-like satellites with
MV < −15, so that we focus on the classical dSph lu-
minosity range in this paper. However, we make no cut
on satellite morphology at z = 0, so that the final list of
subhalos includes both gas-free and gas-rich satellites.
Table 1 lists some of the properties of the satellites

studied in this paper. We note that h258 has 13 lumi-
nous satellites and h277 has 7 satellites, despite their
similar halo masses. This demonstrates that the number
of satellites (and particularly the number of highest mass
satellites) is very stochastic at a fixed parent halo mass
(Vera-Ciro et al. 2012; Sawala et al. 2012).
The orbital evolution of every satellite was traced with

respect to the parent halo. Although some satellites may
enter the virial radius of the parent halo and exit again,
we identify the infall redshift as the time at which the
satellite first enters the parent halo’s virial radius. The
infall times are listed in Table 1, and in all cases the
infall redshift is at z < 3 (see also Zentner & Bullock
2003; Geen et al. 2012). We identified the halos in the
DM-only runs corresponding to each of the dwarf satel-
lites in the SPH runs by first identifying the halos with
the best position matches at z=3 (prior to infall and any

Fig. 1.— The satellite luminosity function for our two simulated
galaxies compared to the Milky Way and M31 satellite luminosity
functions. The simulated luminosity functions contain all satellites
listed in Table 1.

stripping). We then confirmed the matches by ensuring
that the orbital histories of the matched halos around
the primary galaxy were comparable. For three of our
satellites, a good match was not found, and these three
are excluded from any direct comparison of matched sub-
halos in the remainder of the paper.
Figure 1 shows the satellite luminosity functions for

our two simulated galaxies compared to that of the Milky
Way and M31. The simulation luminosity functions in-
clude both gas-free and gas-rich satellites. The MW
and M31 luminosity functions include dSphs with MV >
−14, incuding Sagittarius in the case of the MW. Our
simulated gas-free satellite sample spans the luminos-
ity range of the Milky Way’s classical dwarf spheroidals,
−13.3 < MV < −8.8, from Fornax to Canes Venatici
I (MV = −13.4 and −8.6, respectively, as compiled in
McConnachie 2012).
We stress that no attempt was made to explicitly

match the classical dSph luminosity range, although our
final sample does. Instead, the deposition of SN en-
ergy combined with H2-based star formation was im-
plemented to reproduce the stellar mass of the parent
halo at the given halo mass. While past simulations
have overproduced stellar mass at a given halo mass
(Zolotov et al. 2009; Guo et al. 2010; Sawala et al. 2011;
Brooks et al. 2011; Leitner 2012), it has been suggested
that restricting star formation to depend on the mass
in molecular gas (rather than total gas mass) will alle-
viate this problem, particularly at high z where metal-
licities are low and formation of H2 on dust grains
is reduced (Robertson & Kravtsov 2008; Gnedin et al.
2009; Gnedin & Kravtsov 2010; Krumholz & Dekel 2011;
Feldmann et al. 2011; Kuhlen et al. 2012). Munshi et
al. (in preparation) demonstrate that the parent halos
in this paper match the observed z = 0 stellar mass to

Zolotov et al. 2012; and see Read et al. 2006; Penarrubia et al. 2010
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3. The role of baryon physics | Other effects

A composite image of the dark matter disk (red contours) and the Atlas Image mosaic of the Milky Way obtained as part of the Two Micron All Sky Survey (2MASS), a joint project 
of the University of Massachusetts and the Infrared Processing and Analysis Center/California Institute of Technology, funded by the National Aeronautics and Space Administration 
and the National Science Foundation. Credit: J. Read & O. Agertz. 

“Dark discs”

Lake 1989; Read et al. 2008/9
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A composite image of the dark matter disk (red contours) and the Atlas Image mosaic of the Milky Way obtained as part of the Two Micron All Sky Survey (2MASS), a joint project 
of the University of Massachusetts and the Infrared Processing and Analysis Center/California Institute of Technology, funded by the National Aeronautics and Space Administration 
and the National Science Foundation. Credit: J. Read & O. Agertz. 

“Dark discs”

Lake 1989; Read et al. 2008/9
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5. Conclusions

• Cold Dark Matter “Dark matter-only” simulations are well converged 
across different codes.

• Warm Dark Matter simulations converge very slowly. This owes to a 
mis-match between force and mass resolution. We have developed a 
proof-of-concept solution.

• Including models for baryons in the Universe can, in principle, 
significantly alter the results from structure formation simulations: 

• Triaxial “halos” ➟ Oblate/round halos.

• Cuspy dark matter profiles ➟ Cored dark matter profiles.

• Cored halos are more easily tidally disrupted ➟ Fewer satellites.

• An existing stellar disc ➟ An accreted “dark disc”.

• More work is required to determine the true strength and role of 
baryonic “feedback”.
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