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Context

@ Description of fields through N-point moments and statistical
inference from these moments :

(p(x1) -~ p(Xn)) -

How useful are they? How much information do they contain ?
@ Non-linear matter density or convergence field ~ lognormal.
@ But the lognormal one-point pdf is known to be
moment-indeterminate (Coles and Jones 91, Stieltjes 1894!).
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Context

@ For
p= (p(X1)7 Tt 7p(Xd))7
define

P(o) = P(p) [1 + esin (7w - &1 (Inp— 1 p))]

w any vector of integer, and |¢| < 1.
@ All these measures have identical N-point moments

mn:<P(X1)n1"'P(Xd)nd>7 ni:"'7_170717"'

all all orders.

Mo —exp [ n 12
h = exp 5 “&inph 20Inp'rl
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Context

@ Tailed distributions :

<e°"‘|> =00 VC>0,

@ For indeterminate measures : the characteristic function is not a
moment generating function.

<e”"> £ > i""m,, t#£0.

No way to express the density in terms of the N-point moments.
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Outline and aims :

@ Show and discuss how to understand the independent information
content of the hierarchy of N-point moments.

© Present some exact results for lognormal fields.
Compare these results to (Mark’s) N-body simulations results on
the statistical power of the spectrum of (log-)density field, and
discuss them in this light.
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Fisher information.

E .. dinpoinp
T\ o 9B

To each weight function (density) p and with parameters «, 3, - - -

assigned a positive matrix (the covariance matrix of the score
functions), in a way such that:

@ it is additive for independent variables,
@ it can only be reduced with data transformation
@ it vanishes if the parameters do not impact p.

— Meaningful absolute measure of information contained in p on the

parameters .
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Two matrix inequalities

@ Cramer - Rao bound (~ statistical point of view):
é)cz _4 é)cz
SRy o P o

Y covariance matrix of the unbiased estimators O.
@ Information inequality (~ information theoretic point of view):

90; [<_11 90
Fa,BZ%: 8al [Z 1]”8—5/.
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The independent information content of the moments.
Moment of order n :
M= (X", p=my, o2:=m—ns
Gaussian variables have a simple structure :
1 [(0u o 1 /9lng? dln o2
Fa/j' == ) “ — |+ = :
02 \ O« 0B 2 Oa 0B

[F1]aﬁ [FZ]ag

No independent information in higher order statistics, F, =0 n>2

Q
What is the independent information content F, of m,, for any p(x) ? J
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The independent information content of the moments.
Approximate the score function with the orthogonal polynomials P,(x)

Sn(@) := (9, Inp Pp(x)) ,
where
(Pn(X)Pm(x)) = dmn.
(E.g. use Gram-Schmidton 1, x, x2, - - -).
A:
The independent information content of m, is sp(«)sn(5).

[Fn]ag := Sp(a)sn(B)

N
Fen:=> Fn
n=0
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Properties of the expansion.
@ With

n

Sn(a) = (0aIN P Pa(x)) = Ck
k=0

8mk
oo’

the series
N
) sn(@) Py(x) =: s<n(X, a) ~ da In p(x, ),
n=1

gives the best approximation of the score function through
polynomials, in the least squares sense.

@ For any N we recover the RHS of the information inequality :
N

N om, om,
[Fenls = Y- sa(@)sn(8) = > 50 [£71] 52
n=1 ij=1

—1 T
Z,-j = Mjyj — mMmimy, > =C'C
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Properties of the expansion.

The mean squared residual

((OaInp — s<n(x,a)) (95Inp — s<n(X, B))) = Fap — [F<nlos

are the bits of information absent from the set of moments m; to my,.

If the residual goes to zero as N — oo, then all of the information is
contained within the hierarchy of moments.
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Completeness vs incompleteness of the information

@ Score function is a polynomial (fields of max. entropy with
constrained moments) :
Fon=F

@ Moment-determinate measures :
lim Fey=F
N—oco —
(Polynomials form a complete basis set)
@ Moment-indeterminate measures :

lim Foy < F
N—oo —

@ Criteria for uniqueness tightly linked to decay rate [Freud, 1971].

E.g.
(e) < oo for some ¢ > 0,

guarantees determinacy and thus convergence to F . Holds for
any number of variables.
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An example

@ Information on p itself, «, 8 = p(x), p(y) : polynomials and
Christoffel-Darboux kernel as information :

Sn(a) = Pn(x),

N
[FSN]ag = Z Pn(x)Pn(y),
n=0

Fa — 5D(X B y) )
p(x)
@ But limy_,» F<p finite for indeterminate measures. Very

consistent.
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Another example

@ Gamma (generalised y?) distribution

p(x, k) = mx"‘ﬂe"‘, x>0,k>0
g N =1 to 100 upwards é
‘ 0.7 E
0.6 E
0.5 I E|
1 10 100
k
Sz(k) — 1 r(k)r(n) =
n nT(k+n)’

Z s2(k) = 11(k) = Fxx Trigamma function
n=1
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Lognormal family

@ x lognormal <» A := In x Gaussian. Two free parameters :

(04, pa)(a) < (o, p) (@)
In the following 1 = 1, A = In(1 +9).
o Key quantity g := (1+02) " € (0,1),

g — 1 Sharply peaked, ~ Gaussian
g — 0 Heavily tailed.
q-= % — o5 = 1.
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What is to be expected ?

(0 - e s s A B A S S S A S B S

Log. score function + huge range = no good.

Julien Carron (ETH) N-point moments in tailed fields September 6, 2012 16/37



Exact result in terms of g-series :

n

03 = P25 (a2 @) s vE(@)

q"
s%(ln ,LL) = 1 _ qn (q : q)n—1 o J
where
n—1
(t:q), = (1 - tqk) g — Pochammer symbol,
k=0
n—1 k
Yn(q) = 9 X Lambert Series
o 1-a
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Sketch of derivation :

Using mj; = mim;q~ 7 show

<Pn(q’x)> - %’ <P,,(x)x'> (Pp(tx)) = Z Coxt*my =< (t: q),,

k=0

and combine with m,, = "q~"("=1)/2 and with

n om
Sn:Zan 9 K
k=0 @
n
x> Cuk(k—=1)mg (a=0%)
k=0

n
or ocZankmk (a=Inp)
k=0
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Cumulative efficiencies, o ~ 02
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Cumulative efficiencies, a ~ In
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Where is the information gone ?
Information density :

dlnpdinp  10pdp

s = P50 88~ poadp

Most of the information is the underdense regions, inaccessible to the
moments dominated by the peaks. — combination of two effects.
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Generic behavior, seen in simulations

— X NN e
02 —---- Lognormal N\ e N
LA S N
0.0 Loy .
0.01 0.10 1.00 10.00

x=1+ i, Kk convergence field
Ko

X —Zex 1 Inx+w—2 i 1+é
p( 70-)_; p 20.)2 2 X

Pdf fit to simulations [Das & Ostriker 2006].
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Several variables and fields

@ Decomposition conceptually identical for any number d of
variables : approximate d,, In p through orthogonal polynomials in
d variables, and collect the terms of order N. There are
<N +ﬁ B 1) independent polynomials of order N.
Pn(x), n=(ny,---,ng) <> nisthe only change.

@ Hard !

@ For independent variables, information adds up order by order
(score functions adds up).
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Multivariate lognormal

@ For uncorrelated fiducial, but parameter creating correlations :

d
Pa(x) =[] P (). (Pa(x)Pm(x)) = dnm

i=1
@ Score function couples variables in pairs :
1 - _
np=—3 D (A= A)ié (A= A)j+ cst
i.j

@ — Sp(a) = 0if n has more than 2 nonzero indices
(since (Pn(x)) = 0 for n # 0).
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Multivariate lognormal

@ Exact result for uncorrelated fiducial

Fen= Foen(0®) +  Fen(é)
—— —
same as uncorrelated  info. from correlations
with
N n—1
en(€) == 0ay Y st(inu)si_;(inp),
n=2 i=1

- _daaf\aaf\ 1 n 1
B " 90 0B 405\ ZUﬁ'\

1 08 jj Oa.ij
Fg — ¥ 51
op 20;*\%: da OB
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en(é)

In (1 + o2 oa\*
eN(s)%L;Wz A = e(6).

0'6 g5
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Comparing to N-body simulations

@ The density field in N-body simulation is correlated.
? Is it possible at all to compare ?

Some hand-waving arguments :

@ For In o alike parameter, 9, In P = cst, the correlation structure is
completely irrelevant :

FPa_ V/ A3k 9INPadInPy
af — (

2/ @r)8 da 9B

@ First term in ¢/02 expansion of the covariance matrix between the
N-point functions. Correct derivatives, approximate covariance
matrices.

@ Constancy of the improvement factor suggests a common
mechanism. Uncorrelated model is a simple parameter
independent model.
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Numerical arguments

E.g. exact distribution of the information within the second order
statistics of the 1D ACDM lognormal field, o2 = 1, on the amplitude of
PA .

cumul. info. in P(k)
f
)
>
T
|

0.1

, , , ,
0.01 0.10 10 100 1000
k [1/Mpc] r [Mpe]

95% of the information within the variance. No independent
information from the correlations. Uncorrelated model gives e; ~ 0.12
accurate to some 15%.
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It works

Comparing improvement ratios of statistical power of P4 to that of Ps.
kmax ~ 0.3/Mpc, V = 2.2Gpc3.

-0.5T T
Simulation results ]
For perfectly Gaussian fields |

—30L I
0.1
Kmax [1/Mpe]

@ Found in the simulations : Ino3 : 2.5, ng: 2.4

@ Uncorrelated model predictions : 2.0 — 2.9 (range reflects some
ambiguity in the value of the variance 03 = In(1 4 03)
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Uncorrelated fiducial model

Introduce parameter dependence through the model with uncorrelated
fiducial. In Fourier space :

[F<nl, 1
= 2= en()[1 = Rag] + en(03) <1 + EGE\) Ras
—_————
of from correlations - ~
from the variance, uncorrelated model
where
Aoy = [ dk k20, In Py [ dk k2951n Py

dk k2) [ dk k20, In PadsIn P4
B

calibrates the part of the information coming from the correlations at
nonzero lag to that from the variance.
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0.8
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— No real change to the generic factor of improvement, as found in the
simulations.
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Conclusions

@ Non intuitive statistics at work in fields with high tails. Polynomials
form a poor basis set of functions for such densities.

@ There is a lot of information in voids that are uneasy to catch with
moments. The very deeply non-linear lognormal field is a very non
Gaussian field with useless N-point function hierarchy.

@ Success of the lognormal model to reproduce N-body simulation
results at the level of the spectrum, showing a more powerful
statistical inference of standard cosmological parameters from the
(noise-free) log-density field.

@ While the matter power spectrum becomes a poor descriptor of
the field, the one-point pdf is very important.
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Information density
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Comparison to SPT

Since
N N

=3 G,

i O
n=1 ij=1 /

Z,-j = My — mimy,

we can obtain s, from my; — my, (knowledge of the full shape of px not
required).

— We can compare the lognormal predictions on the information
content of the first few moments of the density fluctuation field ¢ with
perturbation theory [Bernardeau 2004].
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Comparison to SPT

SPT:
(6™ = m, = m&auss 4. ag(n_”Sn

with variance
1 o]
o2(R) = 2—71'2/0 dk k2P(k,o)|W(kR)|2.

Sh very weakly dependent on cosmology — model parameter
independent comparison to lognormal predictions possible.

With S, up to Sg as given in [Bernardeau 2004], we evaluated s3/s»
(vanishes for a Gaussian distribution), for ACDM universe.
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Comparison to SPT

SPT
Lognormal

TTTTNTTTT

-4
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Impact of noise

F. Information density

r Lognormal R

r + n. = 50 b
1.0~ * n. =6 -
0.8 Os = 0.7 _|
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0.4 —
0.2~ -
ool J
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n/ e

Julien Carron (ETH)

ments in tailed fields

September 6, 2012 37/37



	Fisher information
	Review
	The independent information content of each moment.
	Completeness of the information within the moments

	One-point lognormal distribution
	Incompleteness
	Several variables and fields


