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Cy MIG mission

Enabling Grids for E-sciencE

Mission statement of the Metrics Implementation Group

Purpose

The purpose of the MIG is to create a simple web site which makes it easy to
view the set of metrics defined in MSA1.1

These metrics are required for the quarterly reports of the activity and also for
the deliverable on Infrastructure Assessment (DSAL.7)

Caveats
The group will not create new tools to collect metrics.
It will make it easy to access the existing ones.

Where the existing ones are not in a suitable state it will work with the
appropriate group towards the goal of getting something suitable.

Phase | (achieved) permits to report statistics for :
the quarterly reports due in October 07, January 08 and April 08
the deliverable DSA1.7 due in February 2008

Manager - Leader
EGEE - SA1l Alistair MILLS Alistair.Mills@cern.ch
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MIG web site

Enabling Grids for E-sciencE

http://egee-docs.web.cern.ch/egee-docs/list.php?dir=./mig/&

SA1 - EGEE-II Documents
/ egee-docs / mig /

MIG mission statement - revised November 2007

Notes
This folder contains information about the work of the Metrics implementation group

mlp § Production implementation -«

@ Test implementation
@ Mail-list archive (requires logon)
@ List of meetings of the group

Documents collected by type
The following folder contains pointers documents which are relevant to the work of the

group by type.
8] EDMS location for MSA1.1 "Operations metrics defined”
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C MIG metric types

Enabling Grids for E-sciencE

MIG metric typeS . Some simple, Others quite extensive

Size metrics (CPU, Storage, Users)
Operation metrics (Site availability, Site reliability)
Usage metrics (Jobs, Datatransfer, CPU, Storage)

User support tickets (Numbers, Types, Response times)

Services metrics (RB, LFC, SRM, FTS, VOMS, BDII,
CE, R-GMA, MyProxy)

MIG already provides description & links for 40 metrics

EGEE-II INFSO-RI-031688 Etienne Urbah — Metrics Implementation Group 5



MIG main page

Enabling Grids for E-sciencE

http://egee-docs.web.cern.ch/egee-docs/list.php?dir=./mig/production/&

_ | egee-docs / mig / production /

@ operations.1  Sites and ROCs : Response Time to operational tickets
Documentation Conventions @ operations.2  Fickets : Total number created during the week

@ operations.3  Tickets : Total number modified during the week

Tools (© operations.4  Sites : Availability according to scheduled downtime declaration
There are large number of tools (monitoring web portals) involved in this work. 4 operations.5 _ Sites : Availability according to the Critical Tests failures

For each tool, the associated page below provides specific information, and the list of

metrics that it provides. f usage.l  Jobs: Numbers which have been submitted

@ Cesga ; EGEE Accounting Portal @ usage.2  Jobs: Efficiency = Worker Node Time f Total Time (average)

% usage.  Jobs : Failure rate
@ usage.4 Data Transfer : Average throughput

g CIC : Core Infrastructure Center
#f Dashboard : Monitoring covering only LHC experiments

A GGUS : Global Grid User Support jusage.S  Data Transfer : Average failure rate

#“ GOCDB : Grid Operations Centre DataBase [fusage6 CPU usage: Total

5 GridICE : Distributed Monitoring Tool [fusage7 Storage: Usage

i GridMap : \Visualizing the "State" of the Grid

& GridPP : Real time monitoring of the Grid @ user support.l  Tickets : Total number

f Gridview : Monitoring and Visualization Tool for LCG h & user support.2  Tickets : Percentage which are solved

4 GStat : GIIS monitor £ user support.3  Tickets : Number in each cateqory : Operational, Middleware related,
4 R-GMA : Relational Grid Monitoring Architecture 4 user support.4  Tickets : Percentage vehich are solved in each cateqory

#4SAM : Service Availability Monitoring f user support5  Tickets : Average response time

5 user suppork6  Tickets : Average number of hops to solve
% user support.7  Tickets : Percentage which need to be escalated

h_ditg;rfci with font in bold colored straight are required by MSA1.1 @ user support.8  Tickets : Percentage which were assigned to the incorrect support group

- Metrics with font in bold colored italic are specific to DSAL1.7

- Metrics with font in grey are not implemented yet. {4 service.1  Jobs : Time for RE to match make a simple job
[ service.2  Jobs : Execution time on the Worker Node

fsize.1  Sites: List and Number of CPUs [ service. 3 Jobs : Mumber in each status

fsize.2 kSpecInt : Available Total 4 service.4  LFC: Availability

ifsize.3 kSpecInt: Available to each VO o service.5  SRM : Availability

ifsize.4 Storage : Available Total f service.6  VOMS : Active availability

fsize.5 Storage : Available to each VO o service.7  WOMS : Passive availability

fsize.6  VOs : List and activity f service.&  BDI : Performance

fsize.7 VO Users : Number of active Users 4 service. 8 FT8 : Availability

ifsize.8 Countries : Number  service. 10 CE : Awailability

[ service. 11  R-GMA : Availability

o service.12 _ MyProxy : Availability




MIG page for tool : GridV

Enabling Grids for E-sciencE

{egee-docs £ mig f production f aridview f

GridView : Monitoring and Visualization Tool for LCG

— Data Transfer
Focus : — Job Status
— Service Availability

Display available : Tables and graphs as Snapshots or Time series up to several years

Contact Zdenek SEKERA  Zdenek.Sekera@cern.ch

Wik https: fitwiki.cern.chitwikifbinfview /L CGfGridyiew

Computation of Service

1P . findi i 7 ibld= ionld= = ialld= =
Awailability Metrics : hitpefindico.cern chigetFile. pyaccess?eontribld=28sessionld=0&res|d=F&materialld=papear&confld=17 201

Webh portal htths: ffaridview .cern.ch/GRIDWVIEW

Gridview can show following metrics in graphs as time series up to several years @

f size.?2  kSpecint: Available Total
size.2  kSpeclnt: Awvailable to each ¥O
5 size.s  WOs: List and activity

operations.5  Sites : Awvailability according to the Critical Tests failures

usage.l  Jobs : Wumbers which have been submitted
ffusage.2  Jobs: Efficiency = Worker Node Time / Total Time (average)
usage.3  Jobs : Failure rate

usage.4 Data Transfer : Average throughput

¥ A

Cfusage.s  CPU usage : Average

@ service.l  Jobs: Time for RE to match make a simple job

i service.2  Jobs : Execution time on the Worker Node
[ service. 3 Jobs: Number in each status

@ service.d  LFG @ Availability

i service. 5 SRM : Availability

i service. 6 IYOMS : Active availability

i service. 8 BDI : Performance

5 service. s FTS : Availability




CLEE MIG metric : Sites . Availability

according to the Critical Tests failures

Enabling Grids for E-sciencE

. Introduction

Motes

. Preferred implementation

. Alternative implementations
. Comments

[T NTRY S

Introduction

Number operations.s
Description Ayailability of sites, according to the Critical Tests failures; aggregation by WO, federations and project
What is measured < Fraction of production sites passing generic SFTs

< Fraction of production sites passing generic SFTs per WO
< Fraction of production sites passing specific %0 SFTs per WO

Anplicability Site, country, WO, ROC, production service
Included in QR Yes
Motes
Mone

Preferred implementation

Link displaying  Sites : Availability according to the Critical Tests failures Table Graph
Gridview : http: ffgridview .cern.ch/GRIDVIEVW fsame index.php
Ontheleft: -  Atthe top, select NO Click on one Graph to see Site-wise
'Aggregate Site Availability' Details
— At the bottomn, click on 'Display Graphs'
Alternative implementations
Link displaying  Sites : Awvailability according to the Critical Tests failures Table Graph
Shapshot or
GridMap @ htbpeffaridmap.cern.chfgm, MO Tatal with
rectanagles
GridICE Hannahtng. NO
P e _
hitpfgridice2.cnafinfn.it 5008 Mgridicelsitersite. php?region=all &Bdii=all &view=first&aorderiw=rHame {Not complete)




GridView Availability of

Enabling Grids for E-sciencE g r I d -WI d e S erVI C eS

Example of availability of GRID-WIDE services with ATLAS at CERN-PROD

https://gridview.cern.ch/GRIDVIEW/same graphs.php?XX=&Information=SiteDetail&DefVO=4&TestVO=-1&DurationOption=monthly&L Component=-2&NodelD=-1&TestID=-1&StartDay=-

1&StartMonth=5&StartYear=2007/&EndDay=2& EndMonth=10&EndYear=2007/&L Tier1Site=160&RelOrAvail=Availability&ContAvailFlag=ON&SiteFullName=0&L Tier2Site[|=160

FTS LFC gRB
prod-fts-ws.cern.ch prod-Ifc-atlas-central.cern.ch wms10l.cern.ch
FT: availahility from Maw-0F to Oct-O7F LFC availahility from May-0F to Oct-07 oRE availability from May-07 to Oct-07
20 20 2o
o o G
: § T E & ¢ : § & & & :_ 3z % :
ariths o ) GRIDYIEW Flonths tnn—4> GRIDVIEY Horiths i ) GRIDVIEY
BDII VOMS MyProxy LB
lcg-bdii.cern.ch lcg-voms.cern.ch myproxy.cern.ch Ib102.cern.ch
~ Pending ~ Pending ~ Pending ~ Pending
implementation implementation implementation implementation

See Savannah bug 31455 at https://savannah.cern.ch/bugs/?31455



CENEIC) MIG metric :

En

Introduction

abling Grids for E-sciencE

Jobs :

Murnber

usage.3

Description

lob failure rate per WO

What is measured

Percentage of job failures per VO, split according to the different job execution errors

applicability

WO, production service

Included in QR

es

Motes

Mone

Preferred im

plementation

Failure rate

You can select
Current Summary
Hourly Report
Daily Report
Weekly Report
Monthly Report

Then click on 'Display Graphs'

Wi wise Distribution
RE wise Distribiution
Site wise Distribution

Link displaying Jobs : Failure rate Table Graph
Gridview . http:ffaridview.cern.ch/GRIDWVIEW,job index.php
0on the left, select :
What do you want ? Job Successrate
Overall Overall

WO wise Distribution
FE wise Distribution
Site wise Distribution

Alternative implementations

Link displaying

Jobs : Failure rate

Table

Graph

Dashboard ALICE

hitp:iidashh-alice.cern.chidashboardirequest pyfjobsumman? grid=LC G &sarthy=xsite

Column 'Grid %’

YES

Dashboard ATLAS

hitpaidashh-atlas-joh.cern.chidashboardirequest pyijohsumman? arid=LC G &sarthy=site

Column 'Grid %o’

YES

Dashboard CMS
hitp:iixarda0d.cerm.chidashboardireguest pyjobsurmmary?grid=LC G &s orthy=site

Column 'Grid %'

YES




GridView : Overall Success Rate for

Jobs submitted through RB

https://gridview.cern.ch/GRIDVIEW/job graphs.php?Information=srate&Site%5B%5D=AlISites&VO%5B%5D=AllVOs&RB%5B%5D=All

Enabling Grids for E-sciencE

RBs&DurationOption=monthly&StartMonth=11&StartYear=2006& EndMonth=10&EndYear=2007

8]

Monthly Report of Job Success Rate For Nowv—08 To Oct—oOF
Job distribution = 3

.0

3389068
3565016
3728959
3523134

4M =

2473080, 0
2517784,0

i

O Aborted
B Done

1441206.0

i

ZM

No, of Jobs

1074486.0
1260011, 0
13043650
1343151, 0

934532.0

1M

4 & 5 >
e o 5@ 5% + w + 57 i ¥ % o
Date Honth-Year GRIDYIEW

Monthly Report of Job Success Rate For Mov—06 To Oct—0Q7
Success Rate

Success Rate %

&
Date Honth-Year GRIDYIEN




e- Dashboard : Grid-wide

Job success and errors

Enabling Grids for E-sciencE

Reference VO is ATLAS. The Dashboard web portal permits to report all ATLAS
jobs, submitted through the Resource Brokers as well as other means :

http://dashb-atlas-prodsys-test.cern.ch/dashboard/request.py/summary

40K

Pail;;l jolb suzccess ) Il |||I|I I III
or the last 2 months II I I I
I |II I IIII'“I."I""I'_IIII Il I

30K

Daily job executor type :o
For the last 2 months

B

W CondornS Cronus BLOG-DO = TEST-LOG =pan

TRFERRQOR
WRAPLCG
STAGEQUT
LOGCR

Job error breakdown
for the last day WHAFCJEE

ST.PEEIN '

http://dashb-atlas-prodsys-test.cern.ch/dashboard/request.py/overview

others




MIG metric : Data Transfer :

Average throughput

Enabling Grids for E-sciencE

Introduction

MNumber usage.4

Description Data Transfer average throughput

wWhat is measured | average throughput (Mb/s) of GridFTP data transfers that happen between storage elements

Applicability cite, production service

Included in QR Yes

Motes

MNone

Preferred implementation

Link displaying Data Transfer : Average throughput Table | Graph

Gridviiew ©  httpeffaridview .cern.ch/GRIDVIEW findex.nhp

What do you want ? WO-wise graph
Average Throughput

You can select
Current Summary MO YO-wise Data Transfer From &ll Sites To All Sites
Hourly Report
Daily Report
Weekly Report
Monthly Report

Then click on 'Display Graphs'

Alternative implementations

Link displaying  Data Transfer: Average throughput Tahle Graph

Dashboard ATLAS
_ Colurmn Throughput' | Graph 'Throughput {(MB/fs)'
http: ffdashb-atlas-data.cern.chidashboard/request py/site

Dashboard CMS
httn: flxgate30.cern.chirrd iofindex php

YES MO

Comments
CESGA does MOT deal with Data Transfer.



e ee GridView . Data Transfer : Average throughput

Enabling Grids for E-sciencE

https://gridview.cern.ch/GRIDVIEW/gridftp graphs.php?SiteVOOption=VO-wise&ThruputDataOption=thruput&VO%5B%5D=-
1&SrcSite=AllSites&DestSite=AllSites&DurationOption=monthly&StartMonth=11&StartYear=2006&EndMonth=10& EndYear=2007

Averaged Throughput

Y0—wise Data Transfer From All Sites To All Sites
o0 -

e =

taliLe] Alice

Atlas

CHS

DTeam

LHCE
OTHERS
UNREGD V0=

iy

F00

pakle]

Throughput {HB/z}
EOEBOOOME

100 =

Honth-Year GRIOVIEW
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Dashboard

Data Transfer

nabling Grids for E-sciencE

Average throughput - Errors

http://dashb-atlas-data.cern.ch/dashboard/request.py/site?name=&fromDate=2007-10-28%2000:00&toDate=2007-11-23%2000:00

’ T =
JdGSh Data: Tier o Data: Production P
Production
Qvaryiey Dataset Info Page Help User Guide Feedback
OVERVIEW Throughput (MBfs) Data Transferred (GBytes)
COVERVIEWY Activity
300 - 30000
Activity in Last Hour
Activity in Last 4 Hours 20000
Activity in Last 24 Hours
Activity in Last 7 Days 10000 =am
Activity in Last 30 Days = "
Activity in L i e e T i T 0 .
o 03 B 17 19 23 B 7 19 21
Joud Activi @ASSC © CERN EFZK = WDGF WRAL = TRIUMF ®WASSC ~ CERN WFZK = MNDGF WRAL =« TRIUMF
Cloud Activity EBNL ECHAF mLYON =FIC SARA EBNL ECNAF ELYON ®PIC SARA
ASGC Cloud
BHL Cloud Completed File Transfers Total Mumber Errors
CERM Cloud 200000
CHAF Cloud 200000
FZK Cloud
200000
LYOM Cloud
100000
MDGF Cloud
100000 -
PIC Cloud
RaL Cloud 0 . =
28 O%5 30 o1 03 05 o7 0w 11 1@ 1 17 19 21
S5£RA Cloud ®ASGC © CERN WFZK = NDGF WRAL = TRIUMF =ASGC  CERN WFZK = NDGF WRAL = TRIUMF
TRIUMF Cloud BN mCHAF WLYON =FIC SARA WENL ECNAF ELYON mFIC SARA
Activity Summary ((2007-10-28 00:00" to '2007-11-23 20:00")
Click on the cloud name to view list of sites
Transfers Services Errors
Cloud Efficiency  Throughput Files Done Datasels Done fale] Grid Transier Local fermote Central
ASGC 2% 10 MB/s 205177 454 286744 =1
BMNL T3% 35 MB/s 756241 56236 280479 41128
CERM 40% 14 MB/s 205640 956 454442 1531
CHAF 36% 0 MB/s 5711 732 10185 a
FZK S50% 16 MB/s 280290 2226 281730 a
LY 0N F0% 19 MB/s 215110 5833 93799 163
NDGF B9% 13 MB/s 398611 2554 176621 16892
PIC 47 % 11 MB/s 278877 4369 320740 21
35% & MB/s 126672 5712 237700
TRIUMF 48% 2 MB/s 66180 3224 71619
e o NORMAL 500D NO_ACTIVITY




e Prototype to add :  Data Transfer :

Enabling Grids for E-sciencE Average th roug h pUt = Errors

FTS monitoring work

http://indico.cern.ch/getFile.py/access?contribld=21&sessionld=1&resld=2&materialld=slides&confld=20080

4. We maintain functionality of previous version, but add extra views!
TOP 3 channels with biggest amounts of error 01.10 — 25.11

place o lume channals
i e SRR AT TOP 10 errors for 01.10 - 25.11 sorted by total amount
2 1924 CERN-GRIDKA ples amor K | numbar amoreample
3 1743 CERM-INFM 1 41 60955 failed to contact on remate SAM [srm]. Givin up after 3 tries
2 125 27891 Unable to map request to space for policy TRANSFER_WAN
3 123 17384 Mo such file or directory
4 23 1100 421 Timeout (300 seconds): closing control connection

N ! 426 Transfer aborted, closing connection failed in recvEBlock
information about error — 23 for period 10,.10-1¢,30

CERM-INEN I 425 Can|t open data connection. timed out() failed.

TEE T CERM-GRIOKA l

CERNEINDTRGHS I failed to prepare Desfination file in 180 seconds

7.2 1

Raquest aborted
58.8 1

gridftp_copy_ wait: Connection timed out
B4 L

- specified file{s) does not exist

count

T35

25.2

16.5 -

10-10 10-11 10-12 10-13 10-14 10-15 10-16 10-17 10-13 10-19 10-20 10-21 10-22 10-23 10-24 10-25 10-26 10-27 10-2& 10-29 10-30
dates
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Sl MIG Summary

Enabling Grids for E-sciencE

EGEE SA1 MIG = Metrics Implementation Group

 MIG already provides description and links for 40 metrics.

« It would be useful if GridView displayed for each VO the
availability of BDIl, VOMS, MyProxy, LB.
This requires good workflow between VO managers, FCR,
SAM and GridView.

w1l Nt

« MIG is useful implementing EGEE Il Review Recommendation 42 :

42. JRAZ2. Introduce further measures of robustness and reliability beyond the
current metrics of job success and bug numbers.

In particular, consider (a) introducing time-series data as well as snapshot data
and (b) providing more finely-grained data.

The aim should be to produce data on a per component basis to really assess the
increased stability of each gLite component over time.



